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THE STUDY OF SCHEME VISCOSITY EFFECT ON THE STREAM 
STRUCTURE m THE PARTICLE-IN-CELL METHOD 

BY THE EXAMPLE OF THE PERFECT GAS FLOW 
AROUND A CYLINDER IN A PLANE CHANNEL 

S.M.Aulchenko, A.F.Latypov, and Yu.V.Nikulichev 

Institute of Theoretical and Applied Mechanics SB RAS, 
Novosibirsk, Russia 

It is known that the mechanism of energy dissipation is always inherent in homogeneous 
difference schemes. In the particle-in-cell method, this is the approximation viscosity 
generated by the structure of difference equations [1]. Viscous effects lead to flow stall and 
formation of vortex zones, especially in flow simulation around bluff bodies, i.e., to obtaining 
solutions which do not result from solving the evolution problem for the initial system of 
Euler equations. An important element in implementation of these schemes, therefore, is the 
algorithms of generating the computational grids, which are based on this or that principle and 
allow one to affect the approximation Viscosity coefficient [2]. A principle of generating such 
a grid is suggested in the present paper. This grid is formed in a single process of solution of 
an unsteady problem, whose solution is most close to potential. The results of comparative 
calculations of the subsonic flow of perfect gas around a cylinder in a plane channel on fixed 
and flexible grids are presented. 

Problem formulation. The flow around a cylinder with diameter D in the channel with length 
L and width H is simulated. The left and right ends of the channel, I,, L2, are connected with 
infinite chambers containing the gas with parameters pup „ Jv and p2,p 2,J2, respectively. 
Here/? is the pressure, p is the density, Jis the internal energy. The jump of gas parameters in 
the channel is set by its abscissa - x0. The cylinder is located in the chamber with gas 1. A 
system of unsteady Euler equations with a closing equation of state is used. The boundary 
conditions for this system are px - the pressure at the left end of the channel, the free stream 
conditions at the right end of the channel (the pressure there is assumed equal to the flow 
pressure), and the no-slip condition on the body and channel walls. 

Method of solution. The particle-in-cell method on a non-uniform grid is used for solving the 
problem. The realization of conditions on the curvilinear boundary reduces to the formation of 
gas parameters in fictitious cells inside the body under the condition wn ~0(h2) at the 
intersection point of the contour with the normal to it, which passes through the center of the 
fictitious cell. w„ is the projection of velocity vector w onto this normal. 

Computational grid. The grid is formed by setting the nodes {*,}, i =l,Nxl, {xt}, i =l,Nx2 

in the sections from the left boundary  of the domain to the cylinder center and from the 
cylinder center to the right boundary, and {v,}, j = l,Nyl from the lower boundary of the 
domain to the symmetry plane with subsequent symmetric reflection onto the upper part of 
the domain. 
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The values of physical nodes are calculated in terms of non-dimensional parameters X using 
the formulas 

M 

*(=*!-! +(*i-l-*MX^ 1). 

where x0,xN are the domain boundaries, N is the number of intervals on this section. The 

parameters A, are calculated from the formula 

A, = a + (b-a)z + c4z(l-z), 

z = HN,  A^ZA^A^,   OKA^KA^KI, 

0 < a < 1,   0 < b < l,  ceR  are prescribed quantities. 

Algorithm- The problem is solved in the following way. At each time step At„, having 
calculated all flow parameters in the computational cells of the domain from the formulas of 
the particle-in-cell method, we find the value of the functional 

Fn=qx(.dP+dP) + qMZp+fZv)lel+qirtlel 

Here dP,dP are the maximum and mean values of residual of the total mechanical energy in 
the region Q, calculated from the formula 

dPtj = \ (*/> -£ + wgradp)1 da,   \Jat] - Q. 

The second term ensures the number of boundary cells on the body equal or greater than 
specified: 

fkp ~ fk + fp>     fnv -fn+fv> 

fp = 2^xip-xp)+\xip-xp\l 

fn=^[(yn-yjn)+\y„-yj„\l 

/v = -zl(yjv - v„)'+|v,v - v„|], 
2 

xk>xP>y*>yv are the minimum and maximum values of the body coordinates, ip, ikjv.jn are 
the prescribed node numbers. The last term in the functional is an algorithm restriction on the 
minimum size of the cell: 

fm=\[{K-dhm)+\hm-dhm\, 

dhn  is the minimum cell size, hm is a prescribed quantity, 



qx,q2,qi«K the weight coefficients, e2, e3 are the accuracies of restriction fulfillment. 

If F'^F"'1, the next step is made on the same grid, otherwise, one of the coefficients 
responsible for X distribution is varied. Each time, the varied parameter is randomly chosen 
on the basis of a uniform law. Then the fields of flow parameters are recalculated from the 
cells of the old grid to the cells of the new one, using the following approximation formula: 

p(£,7) = *o+*i£ +k2T]+k34ii, 
where k0, Jfc,, k2, Jfc3 are determined from the conditions 

<p(0,0) = <pl_lJ_l,    ?(1,0) = ?,,,_!, 

P(0,1) = <P,-hj,     'POJ)-9IJ- 

Here q>t] is the value of <p in the center of the (ij)-th cell, q>  = (u,v,p,E), u, v are the 

components of velocity vector w, E is the total energy. 
_  x-xt_x        y-yj-\ 
£= —> n=  

After that, a step A tn is made. The functional F" is calculated. If F" <F", the next iteration 

is performed on a new grid, otherwise, a step At„+l is made on the old grid. 
As a result, beginning from some time moment T, we obtain a solution of the problem of flow 
with the number of cells at the body surface equal or greater than a prescribed value 
(satisfaction of this condition provides the second term in the functional relation), which 
realizes the minimum energy dissipation. 

Results. The flow around a cylinder was calculated for the following parameters: 
D=l,   1=17,   H=9,   I, =-8,   £2=9,   xc=-2.8. 

The gas parameters in the channel are normalized to the corresponding parameters of gas 1, 
the linear dimensions are normalized to the cylinder diameter. 
The following initial conditions were used: 
p, =0.73,   p2 =0.44,   p, = 1,   p2 =0.6,   J, =J2 =2.0, Nxl =35,   Nx2 =55,   Nyi =45 
A total of 8100 cells were used. The number of nodes on the body for a fixed grid was taken 
equal to their number obtained by solving the problem on a variable grid. The splitting is 
piecewise-uniform. 
For the same time moments the fixed and variable grids are presented in Figs. 1 and 2. Figure 
3 and 4 show the corresponding Mach number distributions. The grid is shown in the vicinity 
of the body, while the Mach number is presented for the entire computational domain. Two 
vortices formed as a result of flow separation from the cylinder surface are seen in Fig. 3. The 
separation region length on the cylinder is ~20% of its diameter. APf ~ 1 on the body, and 

APf ~10"3 in the domain. The calculations on a variable grid yield APV ~ 10"2, APV ~ 10"4. It 
is seen in Fig. 4 that there are no large-scale vortices, and the separation region length is less 
than 10% of the cylinder diameter. The residuals of the mass and energy conservation laws in 
both calculations for a time moment Tare 

rfm7 = 7.10-3,   dE^ = 4.lQ-2, d^Tv =IA0-3,   dYv =S.1Q-3 
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on fixed and variable grids, respectively. The value of T being set, the time spent for 
computing the problem on a variable grid is approximately three times larger than that for the 
problem on a fixed grid. 

The researches described in this publication was made possible in part by Grant Jfe 96-01- 
01548, from the Russian Foundation of Fundamental Researches. 
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AN EXPERIMENTAL STUDY OF THE STREAKY STRUCTURES INTERACTION 
WITH THE HIGH-FREQUENCY DISTURBANCES 

A.A.Bakchinov, G.R.Grek, MJM. Katasonov & V.V.Kozlov 

Institute ofTheoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

INTRODUCTION 

Smoke-visualization of the laminar-turbulent transition at high freestream turbulence 
(HFST) for so-called natural conditions demonstrates that a boundary layer is modulated m 
transverse direction by some longitudinal localized structures which start to develop from the 
leading edge of model [1-3]. These structures are identified as the "streaky structures" m a 
scientific literature [2]. Downstream development of the streaky structures leads up to the 
turbulent spots origination. Mechanism of the streaky structures appearance, their development 
characteristics and a role of these disturbances for the turbulent spots generation are so far not 
clear from information obtained in the experiments under "natural" conditions. In these studies 
were obtained data indicating of existance the disturbances with the development characteristics 
which are different from the characteristics of Tollmien-Schlichting (T-S) waves [4]. The 
general conclusion of these investigations is the laminar-turbulent transition at HFST (E ä 1%) 
and low free stream turbulence (LFST) (e s 0,04%) are differed in principle. Professor M.V. 
Morkovin claim that at HFST levels above 1%, T-S waves play no role in transition, and 
suggest that some other, as yet unknown, mechanism is at work, termed to them "by-pass" 
mechanism [5]. However, the usefulness of this concept is limited, since that can not to explain 
many phenomena observed in this case and, as wrote Professor E. Reshotko [6], 
"...Unfortunately, at higher freestream disturbance levels the boundary layer transition process 
is not very well understood..." 

A few new data about the HFST transition were obtained by generating controlled 
"model" disturbances. Experiments [7,8] were demonstrated that T-S waves can exist, develop 
in a similar way as in an LFST and influence on the transition both in a flat plate and to 2-D 
gradient boundary layer up to e = 4%. The localized longitudinal structures were artificially 
generated into the flat plate boundary layer by means of their excitation by impulsive "injection 
or suction" of air both on the flat plate wall and from freestream. The latter case reproduced the 
localized disturbances from a HFST. Qualitative and quantitative characteristics of these 
disturbances ("puffs"- streaky structures) were studied [8,9]. 

Interaction mechanism of the localized disturbances with the T-S waves result in 
appearance of the increasing wave packets which developed into the turbulent spots 
downstream was studied in [8]. Smoke-visualization of the localized disturbances introducing 
in a boundary layer both from the wall [3] and freestream [2] demonstrated that ones can be 
identified as streaky structures observed in a "natural" transition at the e a 1%. On the other 
hand, visualization pictures clear showed the high-frequency wave packets existence on the 
streaky structures [2]. The same picture is observed for case, when the artificially T-S wave 
was introduced into a disturbed boundary layer [3].   Waves interacted with the streaky 

© A.A. Bakchinov, G.R. Grek, MM. Katasonov & V.V. Kozlov, 1998 
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stnicturcs and this process led to high-frequency wave packets origination, which transformed 
downstream into the turbulent spots. 

Therefore, we can to suggest that present modelling of a transition mechanism at the high 
freestream turbulence, which is connected with the transformation of outer localized 
disturbances into the specific longitudinal structures of a boundary layer and appearance on 
their high-frequency wave packets developed in the turbulent spots reflects the real processes 
observed at a natural transition under HFST. 

The main aim of a present work is the investigation of an interaction between longitudinal 
localized structures with a high-frequency disturbances and reception of detailed information 
about structure and development characteristics of disturbances originated in this situation. 

1. Experimental set-up and measurement technique 
The experiments were performed in the MT-324 wind tunnel at the Institute of Theoretical 

and Applied Mechanics (ITPM), Novosibirsk, Russia. It is closed return tunnel, wilh a 800 
mm long test section of 200x200 mm cross-section, preceded by a contraction with ratio 17-1 

c- 

Figure 1. Experimental set-up. 

A general sketch of the set-up is shown in figure 1. The experiments were carried out on 
a730 mm long flat plate (1) with a 70 mm long flap (2) for adjustment of the stagnation line 
The streamwise, wall-normal and spanwise directions are denoted X,Y and Z respectively 
Measurements were undertaken in the region between 200 and 550 mm from the leading edge 
(X=0), at free stream speed (Uco=6,6 m/s). Localized disturbances (f=l-=-2 Hz) were excited 
by introducing a short duration jet through a narrow transverse slit (3) by means of dynamic 
loudspeaker (4), as shown in figure 1. High frequency periodic waves (f=205 Hz) were 
excited by similar method but by means of dynamic loudspeaker (5), as shown in figure 1 
Disturbances can be introduce both separately and simultaneously through the same a narrow 
transverse slit (3), positioned at X0=175 mm. The same function generator was used both for 
the high frequency periodic waves generation and the triggering of the localized disturbance 
giving a definite phase relation between the two disturbances. 

The streamwise velocities were measured with constant-temperature hot-wire 
anemometer, using a single probe (6). In the present paper the structure of the disturbances is 
presented as contour plots showing (Z-t) plane at the X=335 mm, i.e. measured in the spanwise 
direction (Z) and with time (t) as the second variable. The distributions show the streamwise 
disturbance velocity, which is defined as the deviation from the local mean velocity in the 
undisturbed flow. Since the study is focussed on the behaviour of the deterministic part of the 
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signal, ensemble averaging was carried out at eath measurement point. The measured (Z-t)- 
distributions were decomposed by temporal and spatial Fourier transforms. Spanwise wave 
number ß(=lA-z) is normalized by boundary layer thickness (6). The mean velocity profiles in 
the undisturbed flow are close to the Blasius distribution, which can be observed already at 
X-25 mm. The zero pressure gradient was observed in the region of present measurements. 

2. Results of measurements 
As observed in oscilloscope traces of the present work the amplitude of the localized 

disturbance is decaying downstream, although the initial amplitude is high (»5%U»). Also the 
high frequency wave is continuously damped, but it has the low initial amplitude (»0,5%Uoo). 
However, when the two disturbances are generated simultaneously, the total disturbance 
amplitude is increased as the interaction of these disturbances leads to increasing wave packet 
origination. Further downstream the evolution of the wave packet becomes more stochastic and 
it evolve into the turbulent spot 

(XQ=175mm), 11«,= 6.6 m/s, X=335 mm _     (Xo=175mm), U,,= 6.6 m/s, X=335 mm 

40 50  60  70  80  90  100 110 120 

min=l,5, step= 0,25, max=l,5 u' / Ug,, % t, ms 

1.3 

1.0 

^t^Si; V. 0.5 

&0 

-0.5 

.....(^ge^gg^ 

-1.0 

40     50     60     70 

min=0, max=0.025 

80     90     100   110 120 

u'/Uoo ,%       t,ms 

Figure 2. Contour diagrams of constant velocity fluctuation for localized disturbance presented in z/6-t - (a) 
and ßft-t - (b) planes at X=335mm (Y=Y(u'max)) 

Figure 2 shows the downstream development of the localized disturbance at X=335 mm 
that obtained for the case of air injection. The spanwise u'-distribution are measured at Y- 
position corresponding to the maximum perturbation amplitude on the centerline. The aim of 
this part experiment was to generate a localized disturbance similar with characteristics 
resembling the streamwise streaks which can be observed at HFST. The structure of 
disturbances is a negative streak on the centerline surrounded by two positive regions. The 
spectrum shown in figure 2(b) are obtained from Fourier transformation of the corresponding 
velocity distributions in figure 2(a). In the initial X-position the two specific scales are detected 
with different periodically along spanwise direction. The first scale is ßö = ±0,5 at t = 40-J-60 
ms and second scale is ßö = ±0,2 at t=75-5-110 ms. Numerical work [10], where the evolution 
of the localized disturbance was studied, shows that a ßö = 0,5 correspond to the streaky 
structures and a ßö=0,2 correspond to the oblique waves. Therefore, the disturbances with die 
periodically (ßö=±0,5) are streaky structures and disturbances with the periodically (ßö = 
±02) are oblique waves. The oblique waves are generated by the streaky structures when they 
propagate downstream. Oblique waves can be observed in figure 2(a) as the few positive 
contours located at outside of the streaky structures (from z/ö = ±2 to z/ö = ±6). It is known, 
that A-structures [11] or turbulent spots [12] generate the oblique waves. Probably, the present 
situation reflects the same phenomenon. 
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Figure 3 shows that is obtained when the high-frequency wave interacts with the localized 
disturbances at the same X-position; It is seen, that structure of the disturbance is strong 
changed. Maximum value of the disturbance amplitude (38%) increased more than ten times in 
comparison with the same parameter for the streaky structures in the absence of the high- 
frequency wave (3%). The disturbance localization in spanwise direction increases that is seen 
both from figure 3(a) (z/ö » ±0,65 in comparison with z/6 « ±0,9 in figure 2(a)) and from 
distribution ßö=f(t) in figure 3(b) ( ßö = ±0,6 in comparison with ßÖ = ±0,5 in figure 2(b)). 

(Xo=175 mm), U^ 6.6m/s, X=335mm (XQ=17&iim), 11«,= 6.6m/s, X=335mm 

Ämax 

a) 

40     50     60     70     80     90     100   110 120 
min=-12, step =1,5, max=26   u7 Ux , %      t ,ms 

40     50     60     70     80     90     100    110 120 

min=0,step=0.075,max=0.768 u'/U00,%t,ms 

Figure3. Contour (Bagrams of constant velocity fluctuation for the localized disturbance interacted with 
the high-frequency waves presented in z/6-t-(a) andßo-t (b) planes at X=335mm (Y=Y(u,raax)) 

The wave packet generating by disturbances interaction develops on the streaky 
structures. It is clear seen in figure 3(a) and especially in figure 4, where the spatial-temporal 
surface - u'=f(z/ö,t) obtained from figure 3(a) is presented. Presence of the wave packet with 
frequency of about 170 Hz reflects the toothed view of plot in region of the disturbance 
amplitude maximum (a few peaks on the streaky structures in figure 4). Intensity maximum 
location of the high-frequency disturbances coincided with a position of the velocity gradient 
maximum along spanwise direction (3u/3z). Position of velocity gradient maximum in 
spanwise direction (see in figure 2(a)) and intensity maximum location (see in figure 3(a)) are 
coincided at z/6 « ±0,6. The intensity growth of secondary high-frequency disturbances in 
region at maximum velocity gradient (du/dz) for the flow modulated by stationary vortices was 
demonstrated in work [13]. 

(X0=175mm),U00=6.6m/s,X=335mm (Xo=175mm), Uoe= 6.6 m/s, X=335 mm 

■12%U, 

-1.0 
Figure* Spatial-temporal picture of u=f(z/6,t) for the    Figure 5. Spectral decomposition U'R - F (fM) of the sr-anwise 

interacted disturbances at X=335 mm. Hw^w^-f   «. • .        ...... 
distribution for the interacted disturbances at X=335 mm 
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Distribution of u'ß= F(ßö, f) shows that the highest amplitudes of disturbance occurs 
within a low frequency range (f « 0*25Hz) especially for the disturbances with a periodically 
along spanwise direction, which is ßö = ±0,6 and it characterizes the streaky structures (see 
figure 5.)- Hence, the spatial-temporal Fourier-analyze demonstrates that the high-frequency 
disturbances in a process of interaction result in transfer of mean flow energy to the low- 
frequency streaky structures. The redistribution of energy to lower frequencies is seen more 
clearly in figures 3 and 4, which shows a large increase in the low-frequency disturbances 
(streaky structures) intensity and development of the high-frequency wave packet on them. 
Namely, me high-frequency wave packet developed in region of the leading edge of the streaky 
structures transforms into the turbulent spot downstream. 

CONCLUSIONS 

The above observations can be summarized as follows: 
1. Interaction of the decreasing localized disturbance and high-frequency wave leads to 

the generation the high-frequency wave packet which is transformed into the turbulent spot 
downstream. 

2. Mechanism of the disturbances interaction results in increase of the streaky structures 
transverse localization (ß6 = ±0,6), increase their intensity and downstream duration and the 
high-frequency fluctuations appearance in region their leading edge. 

3. The redistribution of mean flow energy to lower frequencies by means of high- 
frequency disturbance results in large growth of the streaky structures intensity. 

These experiments were made possible by the financial support of the Russian 
Foundation for Fundamental Researches under Grants 96-01-01892 and 96-15-96310. 
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A METHOD OF EXPERIMENTAL STUDY OF VIBRATIONAL 
RECEPTIVITY OF A BOUNDARY LAYER ON A CURVED WALL 

S. Bake1, A.V. Iyanov2, Y.S. Kachanov2,H.H. Fernholz1 

!) Hermann-Föttinger Institut, Berlin Technical University, Berlin, Germany 
2) Institute of Theoretical and Applied Mechanics, Novosibirsk, Russia. 

1. INTRODUCTION 

The problem of the boundary-layer receptivity to external perturbations represents a very 
important aspect of a more general problem of the turbulence onset (see for review [1,2]). The 
data available at present give possibility to suggest that the following external perturbations can 
be regarded as the most dangerous ones for the laminar boundary layer transition: (i) free- 
stream vortices, (ii) acoustic waves, (iii) surface vibrations, (iv) steady surface non- 
uniformities, and (v) steady free-stream non-uniformities. The unsteady perturbations (i) to (iii) 
can be equally important in both the 2D and 3D boundary layers, while the steady disturbances 
(iv) and (v) are important mainly in 3D boundary layers. The present paper is devoted to a 
study of the aspect (iii) of the problem, namely — the problem of generation of the 3D 
instability waves by localized surface vibrations in the 2D boundary layer on a concave (in the 
spanwise direction) wall. The flow under investigation is very close to the Blasius boundary 
layer but it has a weak favorable streamwise pressure gradient and a spanwise curvature of the 
surface. 

The problem of the Blasius boundary layer receptivity to 2D surface vibrations was studied 
experimentally [3] and theoretically [4,5] (see also for review [6]). At the same time, there are 
still few experimental studies of the boundary layer receptivity to three-dimensional 
disturbances. Such investigations have been started relatively recently and their results give 
usually a qualitative information which, as a rule, can not be used for a direct comparison with 
theoretical approaches and for a validation of the methods of the receptivity calculations. First 
quantitative experimental study of the 2D boundary layer receptivity to 3D perturbations was 
performed in [7\ where the receptivity of the flat-plate boundary layer to surface vibrations was 
investigated. The goal of the present study was to carry out similar experiments but in another 
wind tunnel and in presence of the spanwise wall curvature. In the present paper we 
concentrate on a method of this study that was significantly improved as compared to the 
previous experiments. The new method gives possibility to obtain a necessary experimental 
information in a more reliable way. 

2. EXPERIMENTAL PROCEDURE AND MEAN-FLOW STRUCTURE 

2.1. Experimental set-up and basic flow. The experiments were carried out at low- 
turbulence wind-tunnel 'LaWiKa' at the Hermann-Föttinger Institute of Berlin Technical 
University (Fig. 1). The wind-tunnel test section is axisymmetric and made of Plexiglas tubes 
with an inner diameter of 441 mm and a total length of 6000 mm. The wind-tunnel has a nozzle 
contraction-ratio 18:1 over a length of 2 m and the boundary-layer of the nozzle is sucking out 
in the beginning of the test section. The experiments were conducted in the laminar boundary- 
layer that starts at an elliptic leading edge of the test section and develops downstream on its 
inner wall (see Fig. 1). The free-stream velocity UQ was equal to 7.4 m/s. 

Shown in Fig. 2 is a set of the mean-flow velocity profiles measured in the boundary-layer 
by a hot-wire anemometer at different streamwise positions. These distributions are seen to be 
very close to the Blasius profile (also shown in Fig. 2) despite a presence of a very weak 
favorable streamwise pressure gradient observed in the potential flow and conditioned by a 
growth of the boundary-layer on the test-section walls. Under the conditions of the present 
experiment the free-stream turbulence level in the test section was below 0.08% in a frequency 
range between 0.1 and 1000 Hz. 

2.2. Disturbance excitation* The investigation of the boundary layer receptivity was 
performed under controlled disturbance conditions. In contrast to previous experiment [7], two 
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1. Test section 
2. Nozzle 
3. Settling chamber 

4. Water cooler 
5. Radial blower 
6. Sound absorber 

Disturbance 
sources     \"/ \"/ 

Hot-wire 
traverse 

Fig. 1. Wind-tunnel "LaWiKa' and sketch of measurements. 

Fig. 2. Mean velocity profiles in boundary layer.      Fig. 3. Sketch of the main source (surface vibrator). 

disturbance sources were used in the present study. The first (the main) sources represented a 
surface vibrator 16 mm in diameter mounted flush with the wall (Fig. 3) at a spanwise position 
z = 0 and a streamwise position x = xsy = 647 mm from the leading edge. The second (an 
additional) disturbance source was a slit generator [8] that worked in a 'point-source' regime. It 
was positioned at the same spanwise coordinate (z = 0) but 100 mm upstream from the first one 
at a streamwise coordinate x - X& = 547 mm. By means of plastic pipes the two sources were 
connected with loudspeakers that were excited by signals produced by a computer, D/A 
converters, and power amplifiers. 

The sources were used one after another and excited in the flow wave-trains (consisted of 
the boundary-layer instability waves), i.e. harmonic in time and localized in span perturbations. 
Three different disturbance frequencies were investigated/i = 37.8 Hzjz = 55.7 Hz, and/3 = 
75.0 Hz which corresponded to the values of the non-dimensional frequency parameter F = 
2JC/V/£/0

2
 of Fx = 66.2-10«, F2 = 97.9-10*, and F3 = 131.7-10* respectively. At the position 

of the main source the boundary layer displacement thickness 61 was equal to 1.84 mm and the 
local Reynolds number Re = t/0Vv = 890. 

2.3. Procedure of measurements. In the present experiments there were two kinds of 
measurements: (a) in the flow measurements and (b) a study of the vibrator shape. 

All measurements in the flow were conducted by means of a constant-temperature hot-wire 
anemometer with a linearizer. A single-wire probe measured the streamwise component of the 
time-mean and fluctuation velocities of the flow. The probe with the wire of 5 um diameter and 
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1 mm active length was mounted on an x-y traverse. The spanwise displacement was provided 
by rotation of the inserts with the disturbance sources around the wind-tunnel axis. The hot- 
wire signal was sampled and analyzed with a Tektronix Fourier analyzer. In each spatial point 
the following values were documented: (i) the mean flow velocity, (11) the r.m.s. disturbance 
amplitude, and (iii) the disturbance phase. 

The shape of oscillations of the vibrator (the main source) was investigated carefully. In 
contrast to the previous experiments [7] a field of the membrane displacements was measured 
directly by means of the laser vibrometer "Polytec OFV 1102" without a procedure of an 
integration of spatial distributions of the surface inclination angle used m [7]. The membrane 
shape was studied at various amplitudes and frequencies of excitation. During the wind-tunnel 
tests the amplitude and phase of the vibrations were under a permanent control. 

The experiments were carried out in the following order. After the calibration of the vibrator 
this source was used for the main receptivity measurements (similar to experiment {7]) 
performed for all three disturbance frequencies. During these measurements three sets of 
spanwise distributions of the disturbance amplitudes and phases were documented for each 
fixed frequency at several streamwise positions downstream the vibrator (starting with Ax - x - 
jtsi = 60 mm). The measurements were performed at a fixed non-dimensional distance to the 
wall y/öi = 0.86 (UIU0 = 0.435) that was close to the amplitude maxima in the instability-wave 
y-profiles. After Fourier decomposition of the wave trains the information on the downstream 
behaviour of the normal-mode amplitudes and phases was obtained for each studied value of 
the frequency and the spanwise wavenumber (or the wave propagation angle). The procedure 
of the decomposition is described in [9]. .„,...   u i    <••♦ 

After the measurements with the main source the second source was used. With the help ot it 
information about the stability behaviour of the normal oblique modes in the near-field of the 
main source was obtained. The matter is that to determine the receptivity coefficients it is 
necessary to know the initial spectra of the Tollmien-Schlichting (T-S) modes at the position of 
the main source (the vibrator). It is impossible to obtain this data directly from measurements 
with the main source because of a presence of other modes in the near-field of the vibrator (like 
the continuous-spectrum instability modes and the bounded fluctuations produced by the 
surface vibrations). In previous experiment [7] the initial spectra of the T-S waves were 
'reconstructed' at the source position by means the of an upstream extrapolation of the spectra 
obtained downstream from the vibrator. An accuracy of such extrapolation is not very good. 
That is why in the present experiment instead of the extrapolation an experimental information 
about the downstream growth of the normal-mode amplitudes and phases in the vicinity of the 
main source was used. This information was obtained after measurements of sets of spanwise 
distributions of the disturbance amplitude and phases generated by the second source. The 
measurements were performed for each studied frequency at several streamwise positions 
including the position of the main source. Some of these positions overlapped with those used 
in the measurements with the main source. 

3. RESULTS OF MEASUREMENTS 

3.1. Properties of surface vibrator. The measurements of the shape of oscillations of 
the surface vibrator (the main source) have shown that the amplitude (Am) and phase of the 
oscillations are independent for this vibrator on both the frequency and the amplitude of 
excitation (in the range studied). A three-dimensional shape of oscillations of the main source is 
presented in Fig. 4 in (x,z,Am)-space. The shape turned out to be axisymmetric in practice. The 
experimentally measured distributions of the vibrational amplitude along the source radius 
Am(p) were approximated with an eight order polynomial. The coefficients of this polynomial 
were used for determining the 2D wavenumber spectrum of the surface vibrations the amplitude 
part of which is shown in Fig. 5. The spectral phase (not shown) is constant within the central 
cupola and the every ring but jumps by rc when crossing the circles of the amplitude minima. 
This spectrum is necessary for determining the vibrational receptivity coefficients. 

3.2. Normal-to-wall disturbance profiles. A set of the y-profiles of the flow- 
velocity disturbance amplitudes and phases measured at the frequency/= 37.8 Hz are shown 
in Fig. 6 for different streamwise distances Ax from the main source along the wave-train axis. 
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These profiles were obtained at the boundary-layer excitation by means of the main or the 
second source. It is seen that the profiles measured at Ax = 60 and 100 mm are qualitatively 
similar to each other and correspond to a superposition of the eigenfunctions of different 
normal oblique T-S waves. [Note, that the profiles measured for two different disturbance 
sources should not coincide with each other because of different spanwise-wavenumber spectra 
generated by these sources.] At the same time, the profile measured in the near-field of the main 

Spanwise 
coordinate Stream wise 

coordinate 

Fig. 4. Shape of vibrator oscillations. 

Spanwise 
wavenumber 

Fig. 5. Wavenumber spectrum of vibrator shape. 

source is significantly different from the others because of an admixture in this case of the 
continuos-spectrum modes and bounded perturbations generated by the surface displacements. 
1 his fact shows that it is really impossible to determine directly the initial spectrum of the 
instability waves and a kind of an upstream extrapolation of the data obtained far enough from 
the vibrator is necessary. The profiles shown in Fig. 6 demonstrate also that the non- 
dimensional distance to the wall chosen for the main receptivity measurement (y/6i = 0 86) is 
really close to the disturbance amplitude maxima. Similar results were obtained of two' other 
disturbance frequencies. 

Ax -0 mm (Second source) 
Ax - 60 mm (Second source) 
Ar - 100 mm (Second source) 
Ax -60 mm (Main source) 
Ax - 100 mm (Mein source) 
Ax - 0 mm (Man source) 

° 1 2 3 *   Viol   * 0 1 2 3 4^5 
Fig. 6. Normal-to-wall profiles of disturbance amplitude (a) and phase (b) for frequency/=37.8 Hz. 

3.3.   Spanwise   distributions. An example of a result of the main receptivity 
measurements is presented in Fig 7 where three spanwise distributions of the disturbance 
ÄÄif^ phaSeS T?h°ZQ fo/the fre<luency 37.8 Hz for three streamwise positions, 
these distributionsare; obtained for the wave-train generated by the main source (the vibrator) 
Similar spanwise distributions were measured for the other frequencies and for the.wave trains 
generated by the second source. After Fourier decompositions of these distributions the 
spanwise wavenumber spectra of the disturbances were obtained (not shown) for all studied 
regimes of excitation. 
• -2'?' InÜiaJ ^is*,,rbance spectra. As was mentioned above, a determination of the 
rSf ^ °f ^disturbances generated by the vibrator represents one of the most difficult 
Ro??ÄClPr0bl-m^ n|W S°lutl0n 0f il used in *» Present experiments is illustrated by 
Figs. 8 and 9. Shown in Fig. 8 are two examples of the streamwise distributions of the spectral 
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amplitudes obtained for two normal oblique T-S modes with the frequency /=75.0 Hz and the 
non-dimensional spanwise wavenumber ßöis = 0.09 and 0.18. The results obtained for the 
main source provide the absolute values of the normal-mode amplitudes generated by the 
vibrator, while the results obtained by means of the second source (positioned upstream from 
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Fig. 7. Spanwise distributions of the disturbance amplitudes (a) and phases (b) in the wave-train generated by 
the main source at frequency/= 37.8 Hz for A* = 60, 80, and 100 mm. 
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Fig. 8. Streamwise distributions of spectral amplitudes obtained for two normal oblique modes. 

the main one) give an information about the streamwise evolution of amplitudes of the same 
normal modes, including the near-field of the main source around Ax = 0. It is clear that the 
absolute values of the spectral amplitudes generated by different sources should not coincide 
with each other. Meanwhile, and this is of the most importance, the laws of the downstream 
evolution of the normal modes must be the same for the two sources because they are 
independent of the method of excitation and depend only on the stability properties of the 
boundary layer. Using this circumstance we rescale the amplitudes obtained for the second 
source by means of multiplying them by coefficients fc = k(f,fi) = Bimm(f,ß)/Bism(f,ß), where 
Blma(/»ß) and ßisa(Aß) are averaged amplitudes obtained in the range Ax = 60 to 80 mm for 
the main and second sources respectively. Such rescaling gives possibility to determine the 
initial spectral amplitudes generated by the vibrator in a way illustrated in Fig. 9 where the 
streamwise distributions of the normal-mode amplitudes obtained for the main source are 
plotted for the two spectral modes (Figs. 9a and 9b, respectively) together with rescaled 
distributions obtained for the second source. 

The initial phased of the normal oblique modes are determined in a similar way. The only 
difference is that the "rescaling" of the phases of the modes obtained for the second source is 
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reduced to simple shifts of them by a value A* = Atff,® = «imm</,ß) - <hsm(Aß)> where 
<t»lmm(/.ß) and tyism(f,ß) are averaged phases obtained in the range Ax = 60 to 80 mm for the 
main and second sources respectively. 
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Fig. 9. Procedure of determining the initial normal-mode amplitudes. 
3.5. Subsequent analysis of data. Subsequent procedure of the experimental data 

analysis is similar to that used in previous study [7]. The analysis of the streamwise 
distributions of the normal-mode phases give possibility to determine the dispersion curves, i.e. 
the dependences of the streamwise wavenumber on the spanwise wavenumber (for each 
frequency studied). These curves give possibility to select from the spectrum of the vibrator 
shape (see Fig. 5) the resonance spectral modes which have the same values of the streamwise 
and the spanwise wavenumbers as the 3D T-S waves. Finally, the ratio of the initial 
wavenumber spectrum of the instability modes and the resonant spectrum of the surface 
vibrations represent a spectrum of the receptivity coefficients that depends on the disturbance 
frequency and the spanwise wavenumber (or the wave propagation angle). 

Conclusion 

Thus, the advanced method described above represents an effective tool for the experimental 
study of the 3D vibrational receptivity of the boundary-layer flow. In contrast to the previously 
developed methods it gives possibility to increase an experimental accuracy and to avoid 
uncertainties conditioned by the upstream extrapolation of the experimental data used in the 
previous studies. 

This work is supported by RFBR (grant 98-01-04090) and DFG (grant FE-43/42-1). 
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NUMERICAL SIMULATION OF SUPERSONIC TURBULENT SEPARATED FLOWS 
USING VARIOUS fflGH-RESOLUnON SCHEMES 

Bedarev LA., Fedorova N.N. 
Institute of Theoretical and Applied Mechanics SB RAS, 

630090, Novosibirsk, Russia 

The increasing role of mathematical modeling as an instrument for investigating into 
complex gas flows imposes more stringent requirements upon numerical algorithm used, 
which must ensure a solution to be obtained with a guaranteed accuracy in minimum 
consumed computer time. The primary emphases here is placed upon that the numerical 
solution be robust. To this end the algorithm properties are investigated on special tests built 
up either on an exact solutions or on experimental data. 

Problems on the boundary layer separation caused by a shock wave interacting with the 
boundary layer, are the most difficult ones for mathematical simulation. The boundary layer 
separation is formed as a result of the nonlinear interaction between viscous and nonviscous 
forces, and, hence, both the mathematical model and numerical algorithm should properly 
describe the balance between the convection and viscous mechanisms of a physical flow under 
consideration. The final result depends on how exactly the flowfield structure is resolved, that 
is determined by the way the convective terms are approximated, as well as on what 
turbulence model is used to close the averaged equations of gas motion, because it is 
turbulence which contribute markedly to the viscous forces of the flows under study. 

In the paper, the influence of the convective terms approximation method is studied on 
the capability of algorithm to predict the parameters of supersonic turbulent separated flows. 
For comparison purposes, several Euler high-resolution finite-difference schemes have been 
chosen built on different Flux Vector Splitting methods, namely splitting according to 
physical processes [1], Steger-Warming [2] and Van Leer [3] methods. 

The properties of algorithms mentioned 
above were studied first on the Sod shock tube 
test problem [4]. Two different gas states 
(#=1.0, >,=1.0, w,=0 and (#=0.125, ps=0.\, 
us=0) are separated from one another by a 
diaphragm placed at x0=0. At the moment t=0 
the diaphragm breaks and a solution gets 
realized in the shock tube which is plotted in 
Fig.l. In this Figure, points xi and X2 represent 
the location of the head and the tail of the 
rarefaction wave spreading to the left. Point xj 
marks the position of contact discontinuity; 

Fig. 1 Sod shock tube test problem. 

point X4 is the shock wave location. The following values of parameters correspond to the 
initial data chosen: «,=0.926, ^=0.303, #=0.427; «,=0.926, />,=0.303, #=0.265. The 
approximate solution was determined on a uniform finite-difference grid with 4x=0.04. 

Schemes of different orders were used to approximate on the spatial and time variables. 
Time approximation was conducted within the framework of Runge-Kutta methods, allowing 
to easily get a required order of accuracy. To improve the space-variable accuracy, the upwind 
TVD high order approximations were used [5]. 

The calculations performed have shown that each scheme has its own features, which 
reveal themselves at the points where discontinuities in the solution or in its derivatives take 
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place. Figure 2 presents the charts of the exact solution (solid line) and the solutions computed 
using two different first-order approximation schemes (markers) at time f=0.8. It can be seen 
that the scheme based on the splitting according to physical processes (curve /) resolves the 
shock better as well as the rarefection fen tail, while the Van Leer scheme (curve 2) better 
predicts the head of the rarefaction fen. 

1 -r P ' f 

-2 -1 0 1 2 
Fig. 2 Solutions computed using two different first-order approximation schemes 

•—1,A —2 

0.5   - 

0.5 

Fig. 3 Solutions computed using second-order space approximation and first- and second-order 
approximation. • — l, A 2 

time 
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Figure 3 presents the results which have been obtained using method [1] of the second- 
order space approximation and of the first- (1) and the second- (2) order time approximation, 
respectively. Using a spatial approximation of the second order enables one to properly 
describe the discontinuities whereas improving the time accuracy makes the scheme more 
stable. 

it T 

3.1 

2.6    - 

2.1 

1.6 \J 
.2 -1 0 1        "     2 -2 -1 0 1 *  2 

Fig. 4 Solutions computed using the different flux vector splitting with first-order time 
and third-order space approximation schemes.     • — 1, A — 2 

Figure 4 shows the results obtained with the third-order space and first-order time 
approximation schemes using different flux vector splitting: / and 2 denote methods [1] and 
[3], respectively. This Figure shows some advantage of scheme [1] over scheme [3] from the 
viewpoint of shock and contact discontinuity resolution, as well as energy level prediction in 
the region between the shock wave and the contact discontinuity. The solution obtained with 
method [3] has slight overshoots at the expansion fan tail. Results of calculations obtained 
with scheme [2] are omitted, since they lie much close to those of the Van Leer scheme. A 
drawback of scheme [1] is that, as the Curant number increases, the numerical solution 
acquires nonmonotonic behaviour near the shock. 

The methods tested on the 1-D 
problem were applied to the 
approximation of convective terms 
of the Favre-averaged Navier- 
Stokes equations and used for 
numerical simulation of the 2-D 
problem on the supersonic flow 
over a forward-facing right step. 
The calculations were conducted for 
the conditions of physical 
experiment     [6,7].     Figure     5 

-2.0 -1.0 

Fig. 5 Experimental flowfield pattern. 
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represents the experimental flowfield structures, in which / is the boundary layer edge, 2 is 
the separating shock, 3 is the reattachment shock, 4 is the expansion fan formed when flowing 
around the upper corner of the step, 5 is the large-scale separation zone lying between the 
separation (S) and reattachment (R) points. 

Cr/Cro 
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-.jgoo    rt it^frUa 
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Fig. 6 Experimental and computed static pressure and skin friction distributions 

(second-order space approximation, ait, =0.38). 

oexp   Cr/C 
1 

-4-2 0 2    x/h -6 -4-2 0 2      x/h 
Fig. 7 Experimental and computed static pressure and skin friction distributions 

(third-order space approximation, a),=0.27). 

P/Po 

-4 -2 0 2     x/h -6-4-2 0 2        x/h 
Fig. 8 Experimental and computed static pressure and skin friction distributions 

(1- third-order space approximation, ax> =0.38; 2 - second-order, <oo =0.27). 

The detailed description of the governing equations, numerical algorithm and results 
obtained using the scheme [1] is given in [8], where it is demonstrated also that the results of 
computations depend strongly on the algorithm resolution. In particular, it has beet shown 
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there that the use of the first-order accuracy schemes for the corrective terms approximation, 
brings about a smearing of the separating shock, which in its turn results in the substantially 
underestimated separation zone scales and, thus, in poorly reproduced flowfield parameters. 

Modeling of viscous stresses for developed turbulent flows is determined to a 
considerable extent by the turbulence model used to close the governing equations. In this 
paper the k-<o turbulence model was used [9]. One of the particularities of usage of this 
model in calculations is the necessity to apply some limiter to the values of the second 
turbulent parameter, the specific turbulent kinetic energy dissipation rate a=e/k. In this paper, 
the following condition was used: coZ&o. Since in the given turbulence model the relationship 
Hrk/co is valid, the limitation of m values brings about a reduction in the ft, level in the 
regions where the turbulent layer interacts with the shock waves and expansion fans. 
Calculations show that the introduction of the limiter and variation of its value greatly affects 
the turbulent viscosity distribution and exerts an influence upon the solution behavior. 

In Figure 6a,b, the experimental and the second-order scheme computation results are 
presented on the surface pressure and skin friction distributions for ß>„=0.38. Markers show 
experimental data [6,7], curves 1-3 correspond to the calculations employing different 
invicscid vector flux splitting metiiods [1-3]. The axis x is directed along the body surface 
including the step face, the point x/h=Q corresponds to the compression corner, x/h=\ is the 
expansion corner. Figure 6 shows that for the given a0 all the schemes used provide a good 
prediction of the pressure and skin friction distributions. It is necessary to note that the scheme 
[2] (curve 2) predicts later position of pressure growing and higher level of its plateau. Curve 
/ in the C/plot (Fig. 6,b), which corresponds to the scheme [1], exhibits a local minimum near 
the separation point not-observable in the experiment. The experimental level of C/behind the 
reattachment point (x/h>l) is best predicted by calculations according to scheme [1]. 

The results presented in Fig. 7 a,b demonstrate a good agreement between the experiment 
and the calculation results obtained with the third-order approximation schemes. The results 
of different schemes lie close together, however, the tendencies being retained noted in the 
preceding Figure. For the third-order schemes, having, as our 1-D test problem calculations 
have shown, the best resolution capabilities, the agreement with the experiment was achieved 
upon assuming a smaller value of a>0, namely ©0=0.27, which results in higher values of 
turbulent viscosity than those obtained for »„=0.38. This can be explained by that the sharp 
shock wave can separate a more viscous layer, and, vice versa, in order to get a separation in a 
calculation with the smeared shock, the turbulent viscosity level in the interaction region must 
be lowered. It is also confirmed by Fig. 8, which presents the results obtained with the third- 
order scheme [1] calculation for the value «0=0.38 providing the best agreement with 
experiment for the second-order scheme, and those obtained with the second-order scheme [3] 
calculations for fi>„=0.27 (curve 2). The second-order scheme smears the shock more strongly, 
which explains the later onset of pressure growing and higher pressure plateau level. The 
third-order scheme showing a better resolution capability yields a sharper shock, which, when 
interacting with a less viscous layer, brings about the formation of a more extent, as compared 
to experiment, separation zone. 

The positive pressure gradient at x/h<\ is a concomitant one for the reverse flow directed 
from the step face to the separation point. Under its influence, the reverse flow gets 
relaminirazed, i.e near the rigid wall there arises a zone with low turbulent viscosity level. An 
intensive recirculative eddy forms inside the separation zone, ofthat the pressure fall under its 
core is indicative. The pressure fall under the eddy core is unfavorable for the reverse flow, 
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and the low-turbulent reverse flow can separate once again when interacting with it. The not- 
established experimentally the reversed flow secondary separation can be observed in the Cf 

plot(curve2)atx/fc=2. 
Figure 9 presents the mean velocity profiles at different cross-sections. Markers show 

experimental data, curves denoted by 1 are calculated using the scheme [1] of the second 
order for ©0=0.38, and 2 denotes the third-order accuracy calculations for anf=0.27. Having 
noted fairly good agreement with the experiment of both sets of the computed curves, let us 
point the fact, that the third-order scheme calculations yield a reversed flow velocity 
maximum in the immediate vicinity of the plate surface, which is indicative of more turbulent 
flow than that observed in the experiment (see also [10]). 

y/h 

1.0 

0.5 

0.0 
6.67    u/ue i.2 

Fig. 9 Mean velocity profiles at different cross-sections. 
(1- third-order space approximation, «x> =0.38; 2 - second-order, too =0.27). 

Thus, the studies performed have shown a strong dependence of the separated flow 
calculation results on the numerical algorithm characteristics as well as on the turbulence 
model parameter which governs the processes of turbulence kinetic energy generation and 
dissipation. The mechanism influencing the turbulence model, by means of which one can 
control the separated flow parameters, is found. Varying the m parameter, it is possible to 
control the turbulent viscosity level both in the separating shock and recirculation regions 
However, it is worth noting that although the described method seems to be useful in 
explaining many unsuccessful attempts to adequately calculate the turbulent separated flow, it 
is by no means not universal. Further joint experimental and computational investigations 
which would invoke the comparison on different flow parameters, including turbulent ones, 
are required to arrive to final conclusions on the problem. 

This work was supported by Russian Foundation for Fundamental Research grants No 
96-01-01777 and No. 97-01-00885. 
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SUPERSONIC TURBULENT SEPARATED FLOWS NUMERICAL MODEL 
VERIFICATION 

LAJBedarev, A.A.Zheltovodov, N.N.Fedorova 

Institute of Theoretical and Applied Mechanics 
SD RAS, 630090 Novosibirsk, Russia 

The shock wave/turbulent boundary layer interaction and the boundary layer separation 
prediction is one of the classical problems of high-speed fluid dynamics. A full understanding 
of these phenomena is important for efficient aerodynamic and propulsion design. Recent 
advances in the physical understanding of such complex turbulent flows on a basis of 
experimental studies as well as a continuing rapid rate of growth of computer performance has 
enabled more accurate simulation. Nevertheless, a comparison of computed and experimental 
results for a wide variety of compressible turbulent flows has demonstrated the diflSculties of 
some principal features prediction with reasonable accuracy for the large-scale separation [1- 
3]. Say, the surface heat transfer can not be accurately predicted for 2-D and 3-D shock 
wave/turbulent boundary layer interactions. The computations and experimental data also 
diverge, for example, for the case of large-scale separation in the vicinity of forward-facing 
steps with the Mach number increasing [4]. Development and improvement of numerical 
computations for different types of separated flows on a basis of the Reynolds-averaged 
Navier-Stokes (RANS) equations with turbulence incorporated using different two-equation 
turbulence models is important from an engineering standpoint [3]. 

The experimental study [5] and RANS computations [6] employing the k-co turbulence 
model have demonstrated a possibility of the reverse flow relaminarization in the 2-D 
turbulent separation zone upstream of a forward facing step. The experimental [7, 8] and 
numerical [9, 10] works have demonstrated that a 3-D separation zone in the vicinity of fin 
mounted on a flat plate contains simultaneously turbulent external shear layer in the primary 
vortex and almost laminar region between the reattachment line and the secondary vortex In 
accordance with the experiments [7, 8] the secondary separation behavior is related to 
laminar, transitional and then turbulent reverse flow state in the swept separation bubble at 
different shock wave strengths conditions. All these studies offered a very interesting and 
important way to explain the failure of some turbulence models and many computations on 
the considered flows by the necessity of correct reverse flows state modeling in the turbulent 
separated zones. Our attention herein is focused on this question and application of the RANS 
and k-a> turbulence model to the 2-D separated flows computations. 

The computations of separated flows in the vicinity of forward facing steps carried out 
previously in [6, 11] on a basis of the RANS and k-w turbulence model [12] have 
demonstrated good agreement with the experimental data for surface pressure, skin friction 
distributions and velocity profiles at the Mach number M = 2,9. The additional studies have 
been performed to verify an application of such an approach at different Mach numbers as 
well as for analysis of a possibility of correct heat transfer prediction in the shock wave and 
expansion fans/turbulent boundary layer interaction regions. 

The level of the specific turbulence kinetic energy dissipation rate © was limited by some 
minimal value <oe -10" a>0 in the framework of the k-m turbulence model to obtain the 
turbulence production and dissipation balance modeling correctness. {a>0 is the maximum m 
value on the wall). The me value variation changes substantially the turbulent viscosity # 
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-6.0 

Fig. 1. Equal /J, value lines in the vicinity of normal forward feeing step atM = 2,9, Re! = 3010 m", h/S-2,%4: 
a."0,15 (a), <oe = 0,27(*), a, = 0,37(c) 

distribution and influences the general flowfield structure. These effects are confirmed by Fig. 
1, in which the lines of equal # values are shown for various <oe levels in the vicinity of a 
normal forward facing step with a height h = 6 mm at the Mach number M = 2,9 and the 
Reynolds number Rei = 30-106 m'1. The step height to undisturbed boundary layer thickness 
ratio was h/S = 2,84. The computations have been performed using the third-order 
approximation numerical algorithm for the spatial variables described in details in [13]. It is 
seen from the figure that the ft, level is high in the separated shear layer and coe increasing 
stimulates an appearance of reverse flow region I close to the laminar where /J, tends to zero 
in the separated zone upstream of the step. 

A comparison of the computations with experimental data on surface pressure [5] and 
skin friction [6] distributions is represented in Fig. 2 for the same a>e values. Excessively high 
values of the turbulent viscosity ft, have been realized in the separated zone at <oe - 0,15 and 
this stimulated the discrepancies of the surface pressure computations with experimental data 
at -0,5 5 x/h 5-1,5 and -4,5 <>x/h 5-2,5 (Fig. 2,a). The turbulence has been suppressed 
excessively in the separated zone at the used maximal value <oe= 0,37 and this stimulated 
substantial discrepancy of the computed surface pressure with the data in the region under the 
vortex core upstream of the step (x/h « -1) and on its face (0 5 x/h < 1). The secondary 
separation and following reattachment of a reverse flow have appeared in the points x/h » -1,7 
and x/h » -2,1, where C/ =0 in the computations at such conditions (Fig. 2, b). Such 
phenomena were not registered in the experiments. The best agreement of surface pressure 
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Fig. 2. Influence of m. variation on 
surface pressure and skin friction 
prediction in the vicinity of normal 
forward facing step with h/S=2,M at 
 M=2,9  

and skin friction computations 
with experimental data has 
been achieved at fl),= 0,27. 
This conclusion is additionally 
confirmed by good agreement 
of computed and experimental 
[5] velocity profiles for a 
normal forward facing step 
with a height A = 15 mm at 
Mach number M = 2,9 (Fig. 3). 

Substantiated optimal va- 
lues a>e= 0,25-0,27 have been 
used for the computations of 
separated flows in the vicinity 

height A = 10 mm at different Mach and Reynolds numbers ^T^etmpuS ^ 
pressure distribution (3) is in the limits of the experimen/data <? PH^TOIS 

discrepancy at M = 2, Re1= 30-10« m" (Fig. 4, *). It is important that good axemen of 
compu^ons w,th data is also retained at higher values of the Mach and ReynoUnZZ- M 
- 2,5, Re,= 50106 m  (Fig. 4, b) and M = 4, Rßl= 48-106 in1 (Fig 4 c) 

As it was noted above it is not sufficient now to predict reliably the heat transfer 
distnbution m the shock wave/turbulent boundary interaction regions "ihe hS ££ 

™^T*r hr perfredh *■ "cinity of a fomard **<£* ** • £r«2£ 25 and a height h = 6 mm at the Mach number M = 4 and the Reynolds number *,- 35/m- 
to venfy the capability of considered numerical algorithm and turbulence model ThTs 

turbulent separated flow has been experimentally studied in [15, 16] «tST^JSSc M 
conditions. Some flowfield features of such flow are illustrated m^5a^Z25£L 
previously obtained experimental qualitative scheme and computed equd static presse S 
Ar| interaction of the turbulent boundary layer with successive shpckwat^^™^ 

Ä^Tt^s^ 
computation that the secondary 
expansion fan (its boundaries are 
shown by dotted lines) penetrates to 
the top step surface from the triple 
point of the X-shock wave structure. 

Taking into account the 
demonstrated substantial influence of 

Fig. 3. Velocity profiles in the vicinity of 
normal forward facing step with h/S =2,84 
atM = 2,9>Rei = 33106m:i 
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Fig. 4. Surface pressure distributions in 
the vicinity of normal forward facing 

step with h = 10 mm:M = 2, 
A/<y=2,3 (a); M = 2,5, A/<?=2,6 (ft; 

M = 4,ft#=2,5(c)  

the A), level on various performances 
of the computed flows, analysis of 
this parameter influence on the heat 
transfer prediction is interesting. The 
computations performed on a basis 
of the k-m turbulence model at 
different coo and <o, values (lines 1-3) 
are shown in Fig. 5, A in comparison 
with the experimental data [15, 16] 
for surface heat transfer intensity 
coefficient  C*.   CM  is  the  value 
upstream  of the  interaction  The 
previous computations [1] of this 
flow with the Jones-Launder k-e 
turbulence model and its two-layer 
modification by Rodi are represented 
in Fig. 5, c. It is obvious that the use 
of the k-eo model (Fig. 5, b) allowed P/Pl 

one to predict better the heat transfer 
in the separated zone upstream of the 
compression   corner   and   on   the 
corner face comparing with other 
turbulence    models    (Fig.     5, c). 
Nevertheless all the  computations 
underpredict the heat transfer level 
on the top step surface downstream 
of an expansion fan. 

A more detailed analysis of the 
data represented in Fig. 5, b allows 
one to characterize the ca0 and <ae influence on the heat transfer modeling at such conditions. 
Say, at the same value <oe = 0,15 some increasing of ®0 (line 1) leads to the heat transfer 
increasing in the separated zone, on the compression corner and top step surfaces comparing 
with the computations at lower value of fi>0 (2). These results demonstrate the dissipation 
effects influence on the process of the turbulence energy to heat transformation close to the 
wall. Solutions 2 and 3 have been obtained at the same a>o value and different <oe values (0,15 
and 0,27 respectively). It is seen that the turbulence suppression in the external flow stimulates 
the heat transfer decreasing on the step face. 

As it is seen from Fig. 5, a the secondary expansion fan penetrating to the top step surface 
from the triple point may be one of the reasons which lead to the heat transfer decreasing 
found in the experiments at x/h > 8. The influence of such secondary fan is also displayed in 
the computations at x/h = 6-8, nevertheless 0,/Chi(x/h) distribution differs from the 
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1 
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Fig. 5. Flowfield features (a) and heat transfer distribution (b, c) in the vicinity of forward facing step with 
>9=250,/r = 6mmatM = 4 

experimental one. This can be caused by an excessive turbulent viscosity decreasing in the 
computations immediately after the boundary layer interaction with the expansion fan 
spreading from the step top to the external flow which results in heat transfer underprediction 
Such a conclusion is in agreement with previous heat transfer computations downstream of 
backward facing steps [1, 17] with the lee side surface angle ß = -25° where the heat transfer 
underprediction has been also obtained downstream of the expansion fan. 

Thus, further improvement of the heat transfer prediction for considered complex flows 
requires additional studies of modeling possibilities of different delicate physical phenomena in 
the framework of two equation turbulence models. 

34 



This work has been supported by the Russian Foundation for Basic Research (project 
codes 96-01-01777 and 97-01-00885). 

REFERENCES 

I Zheltovodov A.A., Borisov A.V., Knight D.D., Horstman C.C., Settles G.S. The possibilities of numerical 
simulation of shock waves/boundary layer interaction in supersonic and hypersonic flows // Int. Conf. on the 
Methods of Aerophys. Research: Proc. Pt. 1. Novosibirs, 1992. P. 164-170. 

2. Zheltovodov A.A. Shock waves/turbulent boundary layer interactions - fundamental studies and applications. 
AIAA Pap. 96-1977.-1996.-27 p. . 

3 Knight D D. Numerical solution of compressible turbulent flows using the Reynolds-averaged Navier-Stokes 
' equations: Turbulence in Compressible Flows. AGARD Rep.-1997.-*fe 819. -P. 5-1-5-52. 

4 Graur I.A., Elizarova T.G., Chetverushkin B.N. Numerical simulation of a turbulent flow near the right step // 
' Mathematical Modelling. I990.-Vol. 3.-N 11.- P. 31-44. 

5. Zheltovodov A.A. Analysis of 2-D separated flows properties at supersonic speeds conditions // The studies 
of near-wall flows of viscid gas. Novosibirsk, 1979. P. 59-94. r   ^ , 

6 Borisov A.V., Zheltovodov A.A., Maksimov A.I., Fedorova N.N., Shpak S.I. Verification of turbulence 
models and computational methods of supersonic separated flows // Int. Conf. on the Methods of Aerophys. 
Research: Proc. Pt. 1. Novosibirsk. 1996. P. 54-61. 

7. Zheltovodov A.A. Regimes and properties of three-dimensional separated flows initiated by swept shock 
waves // J. of Appl. Mech. and Techn. Physics. 1982.-N 3.-P. 116-123. 

8. Zheltovodov A.A., Maksimov A.I., Schuelein E. Development of turbulent separated flows in the vicinity of 
swept shock waves // The Interactions of Complex 3-D Flows. Novosibirsk, 1987. P. 67-91. 

9   Panaras A.G. The effect of the structure of swept-shock wave/turbulent-boundary-layer interactions on 
' turbulence modeling // J. Fluid. Mech. 1997.-Vol. 338.-P. 203-230. 

10. Panaras A.G. Algebraic turbulence modeling for swept sh<rck-wave/turbulent-boundary-layer interactions // 

AIAA JU997.-Vol.35.-N3.-P. 456^63. 
II Zheltovodov A.A., Bedarev I.A., Borisov A.V., Volkov V.F., Mazhul I.I., Maksimov A.I., Fedorova N.N., 

Shpak S.I. Development and verification of computational methods with application to the supersonic 
aerodynamics problems. Novosibirsk, 1997.52 p. (Preprint / ITAM SD RAS; N 7 - 97). 

12. Wilcox D.C. Reassessment of the scale detennining equation for advanced turbulence models //AIAA J. 

1988.-Vol.32.-No. ll.-P. 1299-1310. -.,*.. 
13. Borisov A.V., Fedorova N.N. Numerical simulation of turbulent flows near me forward-facing steps // 

Thermophysics and Aeromechanics. 1996.-Vol. 3.-N l.-P. 69-82. 
14. Chapman D.R., Kuehn D.M., Larson H.K. Investigation of a separated flows in supersonic and subsonic 

streams with emphasis on the effect of transition. NACA Rep. 1958.-N 1356.-40 p. 
15 Zheltovodov A.A., Zaulichniy E.G., Trofimov V.M., Yakovlev V.N. Heat transfer and turbulence study in 

. compressible separated flows. Novosibirsk, 1987.47 p. (Preprint / ITAM SD Acad. Sei. USSR; N 22 - 87). 
16. Zheltovodov A.A., Zaulichniy E.G., Trofimov V.M. Development of the models for heat transfer computation 

at supersonic turbulent separated flows conditions // J. of Appl. Mech. and Techn. Physics. 1990.-N 4.-P. 96- 
104. 

17. Zheltovodov A.A., Horstman C.C. Experimental and numerical investigation of 2-D expansion/shock wave- 
turbulent boundary layer interactions. Novosibirsk, 1993.25 p. (Preprint / ITAM SD RAS; N 2 - 93). 

35 



CARS-MEASUREMENTS IN RANQUE-HlLSGH's VORTEX TUBE. 

B.F.Boyarshinov, S.Yu.Fedorov, and AA.VoIkov 
Institute ofThermophysics SB RAS, 

630090, Novosibirsk, Russia 

The Ranque-Hilsch's vortex tube is widely used as a device for the temperature 
separation of gases, as well as in cooling and conditioning systems [1]. The compressed air 
intensively rotates in the limited volume and gains a lower temperature near to the chamber 
axis and a higher temperature at the periphery relative to the temperature of the inlet air. The 
temperature difference between outlet "hot" and "cold" flows is about 20*40°K. The similar 
devices can be used for the gas mixture separation on its content. From the times of their 
discovery, these effects attract the attention of numerous investigators; however, there is no 
indisputable explanation of these effect to the present time. This situation is partially caused 
by the difficulties in application of conventional methods for measuring of the local gas flow 
parameters. 

The CARS method is an effective tool for the measurement of the local temperature and 
gas component concentrations in a gaseous mixture which does not disturbs the investigated 
flow. For example, it was successfully used for investigation of flames [2J, gas discharge [3], 
etc. This method was not still used for investigation of a swirl flow, although the method 
allows us to obtain also the information about the gas pressure. This paper describes the 
elaboration of the CARS method for simultaneous measurements of temperature, composition 
and pressure of a gas mixture (air) in application to the separation processes in the Ranque- 
Hilsch's tube, v 

Measurements were cany out on a serial counterflow vortex tube VC-1 with optical 
windows. The internal diameter of a channel was 20 mm, and its length was 350 mm The 
inlet flow rate to the four-slit (30 mm2) swirling apparatus was 16 g/sec; the flow rate through 
the diaphragm with the diameter of 10 mm was 6.5 g/sec (the "cold" outlet). 

INSTRUMENTATION AND DATA PROCESSING 

It is usual to record the CARS spectra generated by transitions between the vibrational 
levels of molecules. It is more convenient to use a low-frequency (with a Raman shift <, 200 
cm-) spectra for no-combustion conditions. This spectrum corresponds to the transition 
between pure rotational levels belonging to the lowest vibrational level. The temperature 
dependence of their shape is stronger in range up to 1000°K, that is convinient for 
measurements. Such a rotational spectrum of a pure gas consists of equidistant lines. The 
integral intensity of an isolated rotational line is as follows: 

«^H^^M-^H-^fff     <■> 
where Aj is the constant depending on experimental conditions, /,*/, are the intensities of the 
laser radiation, bjj.is the Plachek-Teller coefficient, gj is the nuclear spin weight, Qnt is the 
rotational partition function, E} is the energy of the initial level, coj is the frequency shift of 
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Fig. 1. Schematic diagram of the experimental setup. 

these line, h is Planck's constant, c is the light speed, k is Boltzman's constant, T is the 
temperature, N is the concentration of molecules of this species, and rj is the half-width of 
the line. 

The gas mixture spectrum is a result of the superposition of the components' spectra. 
Some spectra become unresolvable, because of overlapping of adjacent pressure-broadened 
lines. For further calculations only six isolated lines of nitrogen (4,7,8,10,11,14) and two lines 
of oxygen (7,11) were selected from the whole spectrum. 

The CARS spectrometer on rotational transitions of molecules was based on the dual 
broadband pumping scheme (Figl). Some part of frequency-doubled radiation of NdfYAG 
laser (532 nm, 100 mJ, 2-10"8 sec) was converged in the broadband dye laser (600-^620 nm, 
30 mJ, 1.5-10"8 sec), and the remaining part was a probing beam. Two pumping beams, 
obtained by splitting of the dye laser radiation, and one probing beam were focused by lenses 
(F=180 mm) with their crossing according to the boxcars scheme (in the reference and the 
measuring volumes with the sizes of 0.1-0.1-2 mm3). Adjusting the beam polarization and 
positioning them on the focusing lenses, we made them to interact on cubic non-linear 
susceptibility: XxyyP (in the reference) and ;rw

<3) (in the measuring). The scattered light 
beams were passed trough the Glan's prism and fed to the entrance slit of a double 
monochromator (F=820 mm). Two spectra appeared in its exit focal plane (the first was from 
the reference volume, and another — from the measuring volume). They were separated in 
the vertical direction due to optical wedge W. 

Each spectrum consisted of S- and O-branch lines corresponding to the transitions 
4/=+2 and A/--2. The plane-parallel plate was installed in the intermediate focal plane. This 
plate was used to make S-branch (measuring volume) coincide with 0-branch (from the 
reference volume) on the one-dimensional CCD-camera (0.15-25 mm, 1024 element diode 
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Fig.2. Rotational spectrum for pure air. 

array). As shown in [4], the symmetrical lines in this combined spectrum (Fig.2) are generated 
by the common spectral components of the laser radiation. This fact allows us to use the 
branch from the reference volume for calibration and for increase in the accuracy of our 
measurements. 

Firstly, the background spectrum was accumulated from 200 laser pulses (one 
broadband beam was absent). Then this background spectrum was stored in the computer 
memory and automatically subtracted from all other spectra. Secondly, the spectrum of 
uniform lighted diode array was recorded (to calculate the sensitivity of diodes). 

The experimental data was stored into separate files which was 101 rows of 1024 
numbers. The "calibration" spectrum was stored to the first row, accumulated from 200 laser 
pulses in the measurement volume (this specrum corresponds to the room conditions: 
7o=293°K and iV=l atm). This spectrum was used for calculation of coefficient A in 
formula (1). Then 100 "instantaneous" spectra from one laser pulse were recorded (under 
conditions of the unknown temperature and concentration). 

The data pre-processing software calculated the integral intensities of all spectral lines. 
This procedure reduced the length of each row from 1024 to 8 numbers. The main software 
transformed them into files with the "instantaneous" temperature T, the volume concentration 
of nitrogen C(N2). and the pressure P. The program discarded all "instantaneous" spectra 
with a negative magnitude in any of spectral lines. The same was done if an obviously false 
magnitude of temperature was reported. Usually the percentage of discarded spectra was less 
than 5%. _ 

The resulting files were used for calculation of the average values of T, C (N2) and 
P, and other statistical characteristics of these variables. 
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RESULTS AND DISCUSSION 

Figure 3a shows the graphs of the measurements in still compressed air. Here the 
average values off, C (N2) and Fare plotted as a function of the air pressure. It is obviously 
that the measured parameters correspond to their real numbers within the experimental error 
(for the range up to 3 atm). Figure 3b shows the axial profiles of these parametersjn several 
cross sections of the Ranque-Hilsh's tube. As it was expected, the values of T and P 
increase from the center to the periphery. The profiles of C (N2) demonstrate mat the mixture 
components are not separated (wilhin the measurement error). 

Preliminary measurements in pure gases of N2 and Oj in range 1V7 aim demonstrated 
the linear dependence of the line's intensity on the pressure (as it was expected). The 
experiments with air revealed the deviation from the initial linear dependency for Ihe pressure 
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Fig.3. Ejcperimental profiles for T, C(N2) and P for: 
a) still pressured air (•); 
b) Ranque-HUsh's tube at several distance from the swirler (v - 50 mm, ▼ - 100 mm, D -150 mm). 
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above 3 atm. It is explained by the overlapping of spectral lines due to their broadening. Thus, 
the upper limit on the gas pressure was found for our method. However, the low pressure 
limit ( the collision broadening becomes less then Doppler's broadening) still was not 
obtained in our experiments. 

The temperature was calculated from intensities of six lines of nitrogen, disregarding the 
line broadening. At first, the theoretical intensities were calculated for the temperature range 
from 200°K up to 1000°K with the step of 1°K. Then the instantaneous experimental 
intensities was compared with the theoretical by the "least-squares" method. The best 
coincidence gave us the temperature magnitude. 

It was noted in preliminary experiments that the intensities of /0-th line of nitrogen and 
7-th a line of oxygen vary with pressure in a similar way. As it was shown in [5], the pressure 
broadening coefficients for both lines are equal 80103 cm'Vatm. We calculated the ratio of 
component's concentrations in the mixture from the ratio of lines intensities (for the calculated 
temperature). Obviously, this ratio does not depend on the pressure, because the close values 
of Tj are reduced. For the convenience of analysis we present here not the ratio of 
concentrations, but the volumetric concentration of one component — nitrogen. 

Substituting in (1) the concentration from the ideal gas equation N = P/kT and the line 
width TJ=CCJP (where Oj is the pressure broadening coefficient), we received the formula for 
the pressure calculation. The pressure was calculated as an average value from all 8 lines with 
their normalization to the reference branch. The standard deviations of instantaneous values in 
our experiments were as follows: for the temperature — 10 %, for the volumetric 
concentration —15 %, and for the pressure — 40%. They could be considerably smaller for a 
higher laser power; so the normalization method suggested in [4] could be applied at the stage 
of the temperature calculation. The standard errors of mean values are shown in figures. 

The obtained data confirm the applicability of the developed measurement technique 
based on CARS-spectroscopy for the study of separation effects in the Ranque-Hilsh's tube. 
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THE EXACT SOLUTIONS OF EQUATIONS FOR DYNAMICS OF 
VISCOUS HEAT CONDUCTING GAS 

V.V.Bublik 

Institute of Theoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

1. Model. The paper is devoted to construction of exact solutions of equations for 
dynamics of viscous heat conducting perfect gas with use of methods of group analysis of 
differential equations [1]. The governing equations are 

p(ut + uux + vuv) = -px + |(|i(2«, - vtt - v ^))x + (n(uv + vx))y + 2up (^,   (1) 

p{Vt + UVX + VVU) = -Py+[ti»V + »*)), + 3(^(2% - U* - V ^))y + V ^ («„ + U.) ,   (2) 

pt + (up)x + {vp)y + u^- = 0, (3) 

* + <* + m + 7PK + vy) « 3^1fc((^(2) X + (,(Z))t + v f (;) J+ 

+ (7- 1)/« (|(«x + «y - «*«y + v\ (j -«•-»»)) +(». + «•)')■ (4) 

Here, u and v are the velocity components, p is the density, p is the pressure, p = (p/pf 
is the viscosity coefficient, koft is the heat conductivity coefficient, 7 is the ratio of specific 
heats, R is the gas constant. With v — 0 system (l)-(4) describes plane motion of gas. 
With v — 1 it describes the case of axial symmetry. 

As shown in [2] system (l)-(4) in the case of plane symmetry admits the Lie algebra 
of transformations with the following basis 

Xx=dx,    X2 = dy,   X3 = tdx + d*,   X4 = tdy + dv,    Xs = ydx - xdy + vdu - udv, 

X6 = du X7 = tdt+xdx+ydy-pd,,-pdp, X6 = xdx+ydy+udu+vdv+2(u}-l)pdl>+2updp. 

In the case of axial symmetry the Lie algebra with basis 

Xj,   X4,   X«,   X7,   Xs 

is admitted. 
In the construction of invariant and partially invariant solutions the optimal systems 

of subalgebras of Lie algebra from [2, 3] will be used. 

2. Invariant solutions of rank 1. All invariant solutions of rank 1 for plane motions 
of gas is described in [3]. Here axial symmetric motions are discussed. Invariant solutions 
of rank 1 are built upon a basis of two-dimentional subalgebras. All subalgebras satisfying 
necessary condition of existence of invariant solution are listed in table 1. For convenience 
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Table 1 

Jfe H The form of solution 
6, 7 + o8 

4, 7 + a8 « = *•«,(& « = y/x + ft*«), /> * t**»-^ft(fl, 

2, 7 + a8 

7,8 

tt = e-'m(x), p = e-yPi(j), p = e^-»"»^»), p = e-^+^pifx) 8 6, 2 + 7-8 
4, 2 + 7-8 « = ut(x)/t, V ■■ (y- Int + !*(»))/*, p = «»""M*). 

p = <-*-3"pi(x) 
« = x^«^), „ = t + x»/^)  p = x<-3'2pitf ), 4 + 6, 7 + 8 

IV p = x"-»/2p1(£), { = (t*'-2y)/x 
_8_ 

10 

2, 4 + 7 u = u(0, p = Int + vi(t), p = Pl{t)/t, p = ptffl/l, £ = x/t  " 
« = e'm(fl, p = eSffl, p = e^Wptti), p = e^juffl, £ * are-« 

11 

12. 
Ü 
ii 
15 

2, 6 + 8 
2, 6-8 u = e-*u,(0, » = e-p,«), p = e^->*ft(0, 

p = e-^p1(Q, $ = xe' 
6, 8 
4,8 

« = »tuffl, P = xvjjt), p o «t-Ufttt), P = *atoPi(0,.g = Vl* 
u = xm(Q, p = {y + xp,(t))/f, p = x^Vptjt), p = «*>,(«) 

2, 8 u «= xUl(f), P = «Pt(«), p = aPv-Vfrit), p = x^pTftT 
2, 4 + 6 
1, 4 + 6 

u = u(x), v = t + Pi(j), p = p(x), p « p(x) 
U «r n(x),  P = p(x), p = p(x), p a p(x) 

the basis of subalgebra H is denoted by the numbers of respective operators. Substitu- 
tion of the form of solution into system (l)-(4) yields the reduced system describing the 
invariant solution. Such a reduced system in our case is a system of ordinary differential 
equations of second (or, sometimes, first) order. They may be integrated numerically. 

3. Reducible partially invariant solutions. Consider now regular partially invari- 
ant solutions [4]. The construction of these solutions is essentially harder than construc- 
tion of invariant ones. Therefore, finding a criteria for reducibility of partially invariant 
solutions to invariant ones plays important role. The sufficient condition of reducibility 
of regular partially invariant solutions of rank 1 and defect 1 of equations (l)-(4) is given 
here. 

Theorem. Let H be any subgroup admitted by system (l)-(4). // the universal in- 
variant of the subgroup H can be chosen in the form 

J = (*(*, x, y), A(t, x, y)u + B(t, x, y)v + C{t, x, y), D(t, x, y)p, E(t, x, y)p),     (5) 

with some functions £, A, B, C, D, and E, then the respective regular partially invariant 
H-sohtion of rank 1 and defect 1 of equations (l)-(4) is reduced to invariant solution. In 
case ofv = l condition (5) may be simplified: 

J = ({(*,*), A(t,x)u, D(t,x)p, E(t,x)p). 
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Table 2. 

J* H J 

1 1, 3, 7 + a8 i,*-"-1, vT°, fd1-^-1', pt1-™ 
2 1, 3, 4 + 7 y/t-]nt, v-lnt, pt, pt 
3 1, 3, 4 + 6 t* - 2w, v -t, p, p 
4 1, 3, 6 + 8 ye-*, ve-K pe^~uK pe~^ 
5 1, 3, 6-8 ye\ ve\ pe'W\ pe™ 
6 1, 3, 6 y, w, p, p 
7 1, 3, 8 *, v/y, py'^-uK py-"* 
8 1,3,4 t, tv - », p, p 
9 1,2,3 t, v, p, p 

The set of subgroups satisfying condition (5) is not empty. In table 2 all such subgroups 
from optimal system of subgroups for a plane symmetry case are listed. In column J the 
invariant of subgroup H is presented. The table of this sort for an axial symmetry case 
consists of five subgroups. .«um 

The work was supported by Russian Foundation for Basic Reseach (the project 96-01- 
01888). 
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Abstract 

Lateral unsteady aerodynamics and dynamic stability effects relating to the hypersonic flight 
regime up to Mach 7 are considered. The unsteady flowfields of a two-staged hypersonic vehicle 
during the separation process are investigated. The aerodynamic calculations are based on a fi- 
nite-volume-method for real-time solutions of the three-dimensional Euler equations Particu- 
larly, the aerodynamic characteristics of the orbital stage performing small yaw and roil oscilla- 
tions at a certain distance over the lower stage are addressed. The results focus on the pressure 
distributions as well as on the aerodynamic lateral coefficients. The latter are used as input for the 
stability and control evaluations discussed in the flight mechanics part. 

Key issues of hypersonic lateral dynamics and its significant interdependencies with aerother- 
modynamics are considered. The inherent dynamic characteristics show specific stability and 
control deficiencies relating to a partially unstable dutch roll mode with high roll-yaw-coupling in 
combination with a weak roll damping. Additionally, for certain configurations coupling of the 
roll and spiral poles appears to form a slow, partly unstable oscillation called lateral phugoid The 
decisive reasons and effects concerning the stability deficiencies addressed are identified by ana- 
lyzing specific approximations for the lateral modes in hypersonic flight. 

Introduction 

Currently considerable efforts in the field of hypersonic research are made in order to estab- 
lish a technology base for innovative, full reusable aerospace planes (Refs 1-4) There are dial 
lenging problems m many technological areas, hence a significant need for fundamental hyper- 
sonic research exists. }y 

Two of the main critical key technology areas in the development of novel space planes are 
represented by specific aerothermodynamics and stability/control problems in hypersonic flight 
It is the purpose of this paper to consider key issues of lateral aerothermodynamics and flieht 
dynamics in the hypersonic regime up to Mach 7 together with the substantial interdependencies 
between these areas. 

Especially, the separation process of two-staged space transportation systems occurring at high 
Mach numbers must be carefully investigated. Extensive numerical simulations have shown that 
during the separation strong reflecting shock waves occur between the carrier stage and the or- 
bital stage (Refs. 5-7). The propagation of the shock waves depends on the separation speed the 
distance between the two stages and the incidence of the stages. Thus, the points of intersection 
of the shock waves change significantly which causes strong unsteady airloads on the orbital 
stage. 

Beside longitudinal motion small disturbances may also evoke lateral motions. The unsteady 
aerodynamic forces and moments induced thereby must be analyzed in detail to identify stability 
and control problems. The calculations of the unsteady flowfields are based on the solution of the 
© T. Cvrlje, C. Breitsanrter, M. Heuer, G. Sachs, 1998 
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Euler equations. Their application provides a reasonable means to describe the shock wave sys- 
tems between both stages as well as the body wakes and in turn to determine force and moment 
coefficients of the separating body (Ref. 7). Considering only small angles of attack as well as 
small angles of yaw and roll it is assumed that flow separation due to friction does not predomi- 
nate the flowfield characteristics. 

The particular problems of hypersonic flight dynamics are concerned with specific stability and 
control characteristics of the vehicles relating to the flight in the range of high Mach numbers. 
Here, specific inherent stability and control deficiencies including instabilities are existing in lon- 
gitudinal as well as lateral motion. Up to now, nearly all investigations of hypersonic flight dy- 
namics and control are concerned with longitudinal dynamics, e.g. Refs. 8, 9. Therefore, a signifi- 
cant need of fundamental research exists on the field of hypersonic lateral dynamics, stability and 
control. This paper is aimed to point Out the specific problems of lateral aerothermodynamics and 
flight dynamics in the hypersonic flight regime. 

Lateral Unsteady Aerodynamic Effects 

CFD Simulation 

The numerical simulation is based on a finite-volume approximation for real-time-solutions to 
the integral form of the unsteady Euler equations. The time-dependent flow vector for multi- 
dimensional problems is calculated by using the Strang-type of fractional step. The numerical 
fluxes are calculated by the method of Yee, Roe and Davis (Ref. 10). An additional flux-limiting 
function is introduced to guarantee the spatial second-order accuracy in smooth regions as well as 
the TVD-character of the solver. The function involves the vector of wavestrengths and the right 
eigenvector matrix of the corresponding Jacobian formed by using Roe averaged values in order 
to solve the approximate Riemann problem. At points of a discontinuous change of the state vari- 
ables, the function vanishes which results in a switch in accuracy of the method to first order to 
avoid wiggles. An entropy correction function designed to exclude non-physically solutions of 
expansion shocks is calculated as the product of an empirical determined constant and the maxi- 
mum speed at the corresponding cell interface. 

On impermeable wall characteristic boundary conditions are applied to evaluate the primitive 
variables. For hypersonic inflow or outflow at the farfield boundary, the flow variables are either 
fixed to their freestream values or extrapolated by employing the solution in the computational 
domain. 

Geometry and Grid Generation 

The calculations are conducted for a generic orbital stage interfering with a flat plate repre- 
senting the carrier stage. A side and top view of the orbital stage including all relevant geometric 
quantities are shown in Fig. 1. The middle section of the orbital stage consists of two partial ellip- 
ses, a mainly flat lower side and a flat tail section. The surface of the body is described from a 
discrete set of points provided by an algebraic grid generator. 

The computational mesh was created by a Poisson algorithm. It consists of 16 blocks arranged 
in a hybrid C-H topology, Fig. 2. The overall mesh consists of 140.000 cells. The surface of the 
body involves 6.500 cells. For unsteady calculations the separating body is moved for each time 
step according to the prescribed motion, and the mesh is iterated again. The velocity of the mesh 
as well as the deformation of the cells are considered in the unsteady transformation of the Euler 
equations. 
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(Middle Section) 

Top View 

Fig. 1: Geometrie of the generic 
orbital stage 

Fig. 2: Computational mesh with 
block topology 

Results of Yaw and Roll Motion 

At a given separation distance of hll = 0.225 the orbiter performs harmonically oscillations in 
yaw and roll. The oscillations are of the form 

fi(r) = fi0 +4/5 sinQa)      yaw 

0(T) = dfo +A0sm(JcT)      roll (1) 

The motions take place at a freestream Mach number of M«, = 6.8 and a defined reduced fre- 
quency of k = 1.0. For all calculations the angle of attack is hold constant at a = 0°. Both the yaw 
and roll oscillations are performed at ß0 = 0° , <P0 = 0° with an amplitude Aß = 2° and A0= 2°, 
respectively. 
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Fig. 3: Pressure distribution at the orbiter at ß = 2° 

46 



The results shown herein contain distributions of the pressure coefficients of the orbital stage 
during the yawing and rolling oscillation as well as of the side force, rolling and yawing moment 
coefficients. ' 

Fig. 3 shows both the pressure coefficient of the lower and upper side in defined sections of 
the orbital stage along the x-axis and the isobars at ß = 2°. The distribution of the pressure coeffi- 
cient indicates that the main changes involve the nose region of the body. The Cp-distribution is 
bulge and the extrema are located more aside. In streamwise direction the influence of a yaw mo- 
tion on the pressure coefficient decreases. Thus the rear part of the idealized body is not consid- 
erably affected by a yaw angle deflection and the Cp-distribution is nearly the same as for a sym- 
metric flowfield. 
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Fig. 4: Side force, roll, and yaw moment coefficients for the yawing motion 

The steady and unsteady side force, yaw and roll coefficients are depicted in Fig. 4. A com- 
parison between steady (circle symbols) and unsteady (square symbols) coefficients shows only 
small differences for the side force. The coefficient is symmetric to the steady initial position at 
ß= 0 and is within a range of ICK0)I<3.8812 -10'3. However, the coefficients do not correspond 
exactly with an elliptic curve, the higher harmonic components result in an increase of the am- 
plitude at higher deflections (Ref. 11). The coefficients of yaw and roll differ clearly from the 
linear steady values. The maximum amplitude of the roll coefficient ICJmax = 8.5701 10" is con- 
siderably higher than the yaw coefficient with ICVUx = 4.6039 10' . 

Fig. 5: Pressure distribution at the orbiter at 4> = 2° 
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Fig. 5 shows the pressure coefficient along the x-axis and the isobars in the wake area of the 
orbital stage during a roll motion. The corresponding steady and unsteady side force, roll and yaw 
coefficients are depicted in Fig. 6. 
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Fig. 6: Side force, roll, and yaw moment coefficients for the rolling motion 

Lateral Hypersonic Dynamics and Stability 

Basic Flight Dynamics 

One of the critical key technology problems in the development of novel space planes are due 
to specific inherent stability and control deficiencies in hypersonic flight. For the investigations of 
the dynamic characteristics, a multi-purpose hypersonic test vehicle with ramjet propulsion has 
been chosen as a reference configuration, Refs. 12, 13. This configuration is considered to be a 
promising approach for contributing to progress in the hypersonic flight regime up to Mach 7 and 
therefore has led to a remarkable international collaboration within the program. 

To investigate all critical key technology areas, a hypersonic flight test profile was defined ac- 
cording to ramjet propulsion characteristics. The reference profile consists of an acceleration 
phase from Mach 3.5 (altitude 17.5 km) up to Mach 6.8 (altitude approx. 30 km) followed by a 
deceleration part with engine off. A representative set of altitude/Mach number combinations was 
specified along the test profile serving as reference flight conditions for the investigation of test 
vehicle dynamics and control. 

A nonlinear 6 degree-of-freedom aircraft simulation model was developed. Particular empha- 
sis was placed on a realistic modelling of aerothermodynamics and ramjet engine effects Line- 
arized models for longitudinal and lateral motion are derived from the nonlinear equations of 
motion. Regarding the reference flight conditions as steady state wings-level climb/descent, the 
linearized equations of motion can be expressed: 

x = Ax+Bu+Ez 

y = Cx+Dz 

where for lateral motion the state, control and disturbance vectors are 

x=[p,r,ßK,0,wf,      «=[£?f,      z=ßw. 

The corresponding coefficient, control and disturbance matrices are given by 

(2) 
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A = 

N„ 

cosy0 

COS^o 
sina0 

cosdg 

1+ 
Nr N„ 

Yr-\    YR 

sin ft) 
cos0o 

COSgp 

COS0O 

0 

0 

-£-COS0n 

B- 

\h LA Ns N, 
Y4 Y< 
0 0 
0 0 

E = 
-Np 

~Yß 
0 
0 

The output vector together with the corresponding output and direct feed matrices read: 

y=[p,r,ßM C=/4x5,       D=[0  0  -1   Of 

Dynamic and control characteristics are investigated for a e.g. range of realistic and reasonable 
use. The forward limit is specified as Xf„ = 11.12 m indicating positive pitch stability. The rear- 
ward limit is defmed by the minimum trimmed drag configuration xopt = 12.06 m at Mach 6.8 
yielding inherent instability, Ref. 6. Therefore, a reference position xre/= 11.22 m has been chosen 
as a suitable compromise featuring marginal pitch stability up to Mach 5.5 and slightly aperiodic 
instability for higher Mach numbers. 

Lateral Stability Characteristics 

In contrast to longitudinal motion, where short- and long-term dynamics may be discussed 
separately due to different frequency levels, the lateral modes generally show more coupling and 
therefore can not be separated quite commonly. Furthermore, the decisive parameters are strongly 
dependent on the configuration as well as on the flight condition and hence, the lateral modes 
may be manifold shaped. However, in subsonic as well as hypersonic flight three typical modes 
of lateral dynamics can be usually identified: the dutch roll oscillation, the roll subsidence and the 
spiral mode. 
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Fig. 7: Inherent dutch roll stability characteristics 

An evaluation of inherent dutch roll characteristics of the test vehicle is presented in Fig. 7 and 
related flying qualities requirements (Ref. 14) are shown. The upper part of Fig. 7 depicts the 
natural frequency a„ and the damping coefficient £ for the forward e.g. position along the test 
profile. Additionally, the values for the reference e.g. position are plotted as dashed lines. Up to 
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approx. Mach 6 the dutch roll is stable but has a low damping. Beyond Mach 6 (resp. Mach 6.5 
for the forward e.g. position) the dutch roll is unstable with a minimum time to double amplitude 
7b=46.1 sec. At the rearward e.g. position xopt the dutch roll is permanently unstable and be- 
comes aperiodic above Mach 5.5 exposing a minimum time to double To = 0.38 sec, as shown in 
the lower part of Fig. 7. 

Another important flying qualities aspect concerns the roll-yaw-coupling which is illustrated 
in Fig. 8. As measure for the roll-yaw-coupling, the amplitude ratio of bank angle <P versus 
sideslip ß in the free dutch roll oscillation is used, and hence |<P//7| approximately quantifies the 
roll reaction to a disturbance in sideslip. The roll-yaw-coupling can be determined by the dutch 
roll eigenvector relationships, for A^ > 0 the following approximation may be used: 

(3) 
0 

ß 
* h 

Nß 

a 
Clß 
Cnß 

With reference to flying qualities requirements (Ref. 14) a range for good aircraft behavior con- 
cerning \€>lß\ is specified and marked as a grey area in the upper part of Fig. 8. The determined 
|<P//?| values are rather high with a maximum ratio |<P//?|« 14 or 17 for the forward or the refer- 
ence e.g. position at Mach 6.8 respectively, and values over 200 for the rearward e.g. position^,. 
Since |<P//?| is approximately proportional to the ratio of inertia IZIIX according to Eq. (3), the main 
reason for this high values is found in the slender configuration of the test vehicle wim low moment 
of inertia Ix. Additionally, the decreasing weather-cock stability C„ß with e.g. position shifted aft 
causes the extremely high values for the rearward e.g. position x^a. 
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Fig. 8: Roll-Yaw-Coupling | &lß\ in dutch roll oscillation 

To illustrate the influence of the high roll-yaw-coupling on the lateral stability characteristics, 
the aircraft response to an initial sideslip disturbance (Aß= 1 deg specified, Ma = 4.5) is consid- 
ered. A six degree-of-freedom nonlinear simulation is performed because of the expected large 
deviations from reference flight condition. Fig. 9 shows the time histories of sideslip ß and bank 
angle <Z> together with a pictorial sequence of the three-dimensional motion of the hypersonic ve- 
hicle. The dutch roll mode degenerates to an almost pure roll oscillation with small yaw/sideslip 
involvement. 

Stability characteristics of roll subsidence and spiral mode are depicted in Fig. 10 together 
with related flying quality requirements. The upper part of Fig. 10 shows the roll time constant TR 

for the three e.g. positions along the test profile. The roll mode has a weak damping due to the 
small-sized wing with low aspect ratio and hypersonic aerodynamic characteristics. 
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Fig. 9: Aircraft response to an initial sideslip disturbance Aß- 1 deg 

The spiral mode, as illustrated in the lower part of Fig. 10, is almost neutral stable and there- 
fore meets the flying quality requirements which allow a slight spiral instability. 

Therefore, inherent lateral stability characteristics of the test vehicle in hypersonic flight can 
present significant flying qualities deficiencies relating to a weak roll damping in combination 
with a partially unstable dutch roll oscillation with high roll-yaw-coupling. 

Roll Time 
Constant 
TR [sec] 

Spiral 0 
Eigenvalue - M 
Xs [1/sec] -°01 

-0.02-t 
3.5 

Roll Subsidence Mode] Requirement: 

T*«« 1.4 [sec] 

Mach Number 6.8 

Spiral Mode 

— X^* 11,22 m 
:**••'%« 12.06 m 

Mach Number 6.8 

Requirement: 

To**, = 20 [sec] 

Fig. 10: Inherent stability characteristics of roll subsidence and spiral mode 

Coupled Roll-Spiral-Osculation 

Another stability problem of lateral dynamics which was not identifiable with the previous in- 
vestigation occurs for specific configurations of the hypersonic vehicles. For larger roll dampings 
the roll and the spiral poles are moving towards each other with a rearward shift of e.g. position. 
This is shown in Fig. 11 as root loci for the hypersonic test vehicle as well as for the carrier stage 
of a two-staged space transportation system (Ref. 15), e.g. shift step size 0.5% /«/. The frequency 
of the dutch roll oscillation is decreased while shifting e.g. aft due to the reduced weather-cock 
stability\AC„ß=CYß -Axcglsnf). The roll and spiral poles are moving closer and combine to 
yield a slow coupled roll-spiral-oscillation (phugoid of lateral motion). Since the coupled roll- 
spiral-oscillation is difficult to control and causes considerable problems in lateral maneuvering it 
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is undesired and therefore not acceptable for most flight phases (Ref. 14). An unstable lateral 
phugoid, as seen in the left part of Fig. 11, is generally not allowed and has to be avoided in any 
case. Therefore, it is necessary to investigate the reasons for the appearance of this unusual mode 
and to investigate how to resolve this interesting stability problem. 

Dutch Roll Oscillation 
Ax^ = 0% 

.   .     i      Ma = 6.5 
jco [sec ] 

Axcg = 3.5%,ref 0.5 Roll and 
Spiral Mode 

Dutch Rotation ^ ^ 

Roll and 

-0.4  -0.2^0    0.2CT[1/sec] 
Spiral Mode 

»fox* dfaml 

M.5 

1.0 

0.5 

0 CT [1/sec] 

Fig. 11: Effect of a rearward eg. shift on lateral dynamics for specific configurations 

To gain better physical insight into the complex properties of lateral dynamics, it is useful to 
investigate the different lateral modes by appropriate approximations. Since the hypersonic sta- 
bility characteristics show substantial differences compared with subsonic flight specific ap- 
proximations are needed. The proposed approach to determine suitable approximations for the 
hypersonic flight regime up to Mach 7 is based on the characteristic determinant of the fourth 
order state space equations (with the heading «P -equation cancelled out): 

N(s)=det{sI-A')=s4 + V +a2s
2 +axs+ao =[s2 -2ads+(o2

nd\.{s2 ~(ss +sr)s+sssr]     (4) 

Concerning die magnitude of the dutch roll and the roll/spiral poles, it can be assumed that 
N>> |vl in the Mach number regime of interest, Figs. 7, 8, 10. Therefore, the trajectory motion 
modes can be separated from the dutch roll oscillation and a common second order approx°rT 
tion for the roll and spiral mode as well an approximation for the dutch roll oscillation is ob- 

2£ÄSS^ imPOrtant PartS °f ^ (4)' *■ foU0Wing apPr0Ximati0n for *■ 
°>nd   * JÜß 

2cd * Nr+Yß-\^—N.\-S- 
Vn   "'IN, 

(5) 

For die spiral and roll modes an approximation can be developed which holds also for cou- 
pling of the spiral and roll poles forming the lateral phugoid: 

2*,.r «I„+l^~ArJ-2L± 
Vo N, <ß 

V 4-JV„ \^~ 
M N, 'fl. VnN„ (6) 

In Fig 12 the approximations are shown together with the exact solutions of the fourth order 

SiTr ? ^Tr teSt V^Cl-e\InSlead °f varyinS *« c-ß- P°sition» ** weather-cock stability C„p is decreased because this yields the same effect, as shown before. The approxima- 
tions show good agreement with the exact solutions and, especially, the coupled roll-spiral oscil- 
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lation could be identified well. Comparable good results are obtained for the carrier and orbital 
stage of a space transportation system in the Mach number range of concern. 

jo) [1/sec] 
-2.0 

Ma = 6.5 

Dutch Roll Oscillation x Ixact Solution 
+ Approximation 

Roll and 
Spiral Mode 

07 o-[1/sec] 

Fig. 12: Approximations and exact solutions for hypersonic test vehicle 
The damping exponent a* includes besides the usual derivatives Nr and Yß an additional dominant 
expression which is nearly proportional to the roll-yaw-coupling: 

\7o     ' 

Lß 
Nt 

±-Nn (7) 

This expression may show a positive or negative sign dependent on the configuration and flight 
condition and represent decisive contributions due to a high roll-yaw-coupling. The second order 
approximation for spiral and roll mode differs basically from the classical first order approxima- 
tions valid in subsonic flight. Because of the small aerodynamic dampings in hypersonic flight, 
the usually dominant stability derivatives Lp, Nr, Np are less important and the expression Eq.(7) 
which was also found in the dutch roll approximation is of great importance. 

Now, analyzing the sign of the square root of Eq. (6) yields a criterion for the existence of the 
coupled roll-spiral oscillation: 

V h 
N, ßl VoNß 

(8) 

From this relation, simple conditions can be derived indicating a possible existence of the lat- 
eral phugoid oscillation: 
- LßlNß<0; necessary for Eq. (8) since Nr <0 

- (g/V0-Np)<0; hence the two addends in left hand side brackets are opposed to each other 

- High roll-yaw-coupling \&lß| »| Lß INß \ for small | g/V0 -Np I 

Summarizing the results of the investigations above, a high roll-yaw-coupling in combination 
with weak aerodynamic damping derivatives can be the main reasons for the stability deficiencies 
of lateral dynamics in hypersonic flight. The effects described by Eq. (7) are of considerable im- 
portance for dutch roll as well as roll/spiral characteristics. Based on this conclusions, require- 
ments concerning configuration modifications and/or controller design may be specified related 
to the tasks of hypersonic flight. 
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Conclusions 

Lateral dynamic characteristics and unsteady aerodynamic effects in hypersonic flight up to 
Mach 7 are considered. 

Oscillations in yaw and roll of the second stage of a two-staged hypersonic vehicle are studied. 
The related unsteady flowfields are calculated using a finite-volume-method to solve the threedi- 
mensional Euler equations. Surface pressure distributions and lateral aerodynamic coefficients 
are analyzed. For both the yawing and rolling motion the unsteady moment coefficients differs 
from the steady state calculations. Thus, unsteady calculations are needed to evaluate the associ- 
ated stability derivatives in order to prescribe the separation process. 

Inherent lateral dynamics in hypersonic flight show considerable stability and control defi- 
ciencies. Beside a partially unstable dutch roll mode with high roll-yaw-coupling and a weak roll 
damping, coupling of the roll and spiral poles appears for certain configurations. Since this so 
called lateral phugoid oscillation causes control problems and is additionally partly unstable, it 
has to be avoided. By use of specific approximations, the decisive reasons and effects concerning 
the stability deficiencies are analyzed and following requirements on a suitable control system 
structure could be identified. 
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EVALUATION OF EFFECTIVENESS OF THE AIRDRYER 
CONSISTED OF COOLED ROTATING DISKS 

S.V. Dolgushev 

Institute of Theoretical and Applied Mechanics, SB RAS, 630090 
Novosibirsk, Russia 

The development of high-efficiency devices for ventilation, purification, 
and drying of air in production sites rooms represents one of the important 
problems in applied airdynamics. In this connection, the facilities having as 
a principal element the system of rotating disks are of great interest. The 
last ones have simultaneously two functions: pumping air through device 
and airdrying due to vapour condensation on cooled surfaces. 

Fig. 1 

In this report, approximate estimates are presented for such an airdryer. 
Because of complicated flow patterns in device, that were not investigated 
earlier theoretically or experimentally, a simplified picture is used for flow 
field between disks and for water vapor condensation on cooled moving 
surfaces. Shown in Fig. 1 is a simplified flow picture in element of disk 
airdryer ( the description of the facility is given in paper [1] submitted 
to this conference). Air flows in a channel of rectangular cross section 
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bending through 180 degrees ( circular path ABC). The upper and bottom 
walls of ABC portion of the channel have the same constant angular 
velocities of rotation equal to disks rotation velosity. The location of a 
fluid particle moving in a gap between disks is determined by an angle (p 
recconed from line OA, where O is disks center, A is a point of junction 
of semicylindrical enclosure and rectangular entry part. The semicircular 
stripe ABC of width (R2 - fa) ( 0 < <p < jr) is an active part where the 
main process of water vapour deposition onto cooled disks surfaces takes 
place. Here, Ä2 is a disk radius, fa is a radius of a cylindrical hub on 
which disks are hold. Effects of secondary circular flows [2,3] appearing 
in rotating fluid are not taken into account. This flow model is based, in 
essence, on results of computations presented in papers [2,3] ( we suppose 
some analogy of our flow and that in enclosed configuration), and those of 
measurements performed by authors of report (1|. According to this model, 
the main part of fluid flows with a constant linear velocity 0,6OR2 along 
the arc ABC ( ft is circular frequency of disks rotation), thus, breaking 
away from channel walls. Regarding condensation process, a number 
of usual simplifying assumptions is made, such as absence of influence 
of condensation on the flow picture, vapour concentration at the disk 
surfaces corresponds to saturation conditions at surface temperature, that 
is constant, absence of the longitudinal diffusion etx. Most of them are quite 
justifyed at atmospheric pressure and air temperature 20-30°C. Possibility 
of condensation onto the surfaces of hub and shell surfaces is ignored. Two 
cases were considered: 1) the flow is laminar, and vapour transfer to disks 
is controlled by molecular diffusion throughout all the space between disks: 
2) the flow is turbulent, in its major part an effective mixing takes place 
resulting in an uniform distribution of vapour concentration throughout 
this portion of the flow field, all the resistance to the mass transport is 
concentrated in a thin wall viscous sublayer. 

1. Laminar flow. In this case an uniforn velocity profile is assumed 
( plug flow) everywhere along an effective channel, and mass transport 
to the wall is driven by molecular diffusion throughout all the space 
between disks. The problem is reduced to the solution of the equation 
in dimensionless form 

dn_d2n 
dip~7!h?> 

that describes water molecules diffusion in air between disks. The solution 
should be found in a region 0 < <p < TT,       0 < z <  1, where z is 
a distance from symmetry plane( located between disks) scaled on the 
semihight of the channel d, n is water molecular concentration, devided on 
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its entry value, 7 = D/(0.6ücP). Molecular diffusion coefficient for water 
in air D is expressed by formula: D = 2,16 • 10-6(T/273)1»8 m/s2, T is 
air temperature. Boundary conditions are taken in the form: 1) n = 1 
at <p = 0 - distribution uniformity for vapour concentration in entry 
plane; 2) dn/dz = 0 at tp > 0, z = 0- symmetry about the middle 
plane in a gap between disks 3) dn/dz = -a(n - ßnt) - condition of 
matching of two expressions for molecular flow to a solid surface, one 
defined by Fick's law and another by kinetic Hertz - Knudsen formula. 
a = (KefD)[RTl{2'Kp)Yl2

i ß = K^^/rjf/Kc), where Kc and Ke 

are condensation and evaporation coefficients, respectivelly, taken equal to 
0.9 and 0.8, T, is a disk temperature, R is an universal gas constant, p 
is molecular weight of water. Using method of variables separation [4], we 
find the solution in a form: 

n = ßnt + (1 - ßn,) J^ A,- exp (-7A?^>) cos (A,-*), 

A,- are eigenvalues, determined by an equation tan A; = a/A,-. For the 
conditions considered here a is about 100 and greater, so a number of 
first eigenvalues and coefficients Ai can be evaluated by formulae [4]: 

■   2i-1 ■     (-1)£+14      .   ■■„■■■ 
A£.^-,,    ^ = ^-,    -1,2,... 

Averaging of vapour concentration across the spacing between disks gives 
an expression for dependence of average vapour concentration on angle <p: 

TJ = ßn; + ^f^- YZt ti «p (-7AtV). 
The degree of cleaning of air from water vapour at the exit essentially 
depends on the disks rotation frequency because of 7 ~ ß-1. 

2. Turbulent flow. To estimate drying effectiveness of a humid air in 
this case, as a basic model was taken that presented in paper [5]. It gives 
good predictions of experimental data for an amount of condensed water 
in narrow, right, metalic pipes of circular cross section for, approximatelly, 
the same range of flow parameters as we use. The major contribution 
to the resistance to diffusive mass transport in a direction of channel 
walls supposed to be concentrated in a thin ( ~ some percents of the 
channel width) viscous sublayer with a width 8 = 127d/ Re°rfp, where 
Rere/ = dR2ACl/i/, v is kinematic viscosity of air, AQ is a difference 
between average circular frequancies of disk surfaces in the arc path ABC 
and that of fluid, it was taken to be equal 0,1517 . This estimation was 
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derived from the fact that, according to [2,3], in a range 0,6fi2 < r < R2 

gas possess an average velocity nearly 0,65Ä2ß, and for disks an average 
linear velocity here is about 0,8Ä2ft ( for a case of flow in an enclosure). 
Test estimates have show a good agreement of values of 6 calculated in 
such a way with width of zones of sharp asimuthal velocity changing near 
disk surfaces shown on graphics of [2,3] ( order of magnitude and better). 
Modification of the model [4] for our situation leads to the following 
problem: to determine the vapour concentration in turbulent core we 
should solve an ordinary differential equation in dimensionless form: 

On 

with boundary condition n(0) = 1. Here B = D/(0t6AÜ(d - 6)6). The 
solution is 

-—— = exp(-0v>). 

Note, that in this case we have a weak dependence of U on ß because of 

3. Results and conclusions. Calculations were performed for the 
following conditions in production room and parameters of drying facility: 
the pressure equals to 1 atm, air temperature equals to 25°C, relative air 
humidity equals to 95%, the distance between disks equals to 4 mm, radius 
of disks is 1 m. Disk temperature was varied in a range 0 -f- 16°C, speed of 
disks rotations - in a range 100-M500 rpm. 

In Figs. 2 and 3, dependences of relative humidity on angle ip are 
illustrated for the following conditions: speed of disks rotation equals to: 
100 (solid lines), 250 (dashed lines), and 1000 (puncture) rpm. The ciphers 
denote the tempereture ( ° C) of disks: 1 - Tt = 0, 2-8, 3 - 16°C . 
Graphics on Fig. 2 correspond to laminar model, on Fig. 3 - to turbulent 
model. One can make the following conclusions. 

1. The system of cooled rotating disks presents an effective tool for air 
dehumidification in rooms with a high content of water vapor. 

2. If the flow regime between disks is laminar, then air humidity at the 
exit of facility functioning at relatively high values of Tt ( for example, 
16° C) depends essentially on residence time of gas portion in a space 
between disks, that is on rotation frequency. At moderate cooling of disks 
in laminar regime of airdrying, one should determine an optimum rotation 
frequency providing desired degree of exit humidity at required volume 
throughpumping. If an intensive cooling of disks is used ( T, = 0-^8° C), 
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then device productivity can be rised considerably through an increasing 
of disks rotation frequency. 

3. If the flow regime between disks is turbulent, then dependence of air 
dehumidification on rotation frequency is expressed rather weaker than in 
laminar case for a wide range of Tt values. As a sequel, when requirements 
to the degree of dehumidification are not very high, the productivity of 
the airdryer can be risen through an increasing of rotation frequency at 
moderate disk cooling. 
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PROPAGATION AND REFLECTION OF NONEQUILIBRIUM SHOCK WAVES 
IN TWO-COMPONENTS MEDIA 

A. V. Fedorov and A. A. Zhilin 
Institute of Theoretical and Applied Mechanics SB RAS, 630090, Novosibirsk, Russia 

The structures of shock waves (SW) in the mixture of two solids are described in 
[1-3] taking into account the pressure and velocity difference of the components. It was 
established that SWs can be of four types: completely dispersion, frozen-dispersion, 
dispersion-frozen and frozen two-front configuration. For a mixture of two compressible 
media it was shown in [4] that at SW reflection from a rigid wall its type is retained. The 
SW reflection from a rigid wall in a mixture of gas and small solid particles was investigated 
in [5] in the two-velocity two-temperature approximation. It was shown that three types 
of transition from incident SWs (frozen and dispersed structure) to reflected ones were 
available depending on the pressure difference on the incident SW. The processes of 
propagation, initiation and reflection of shock waves of various types from a rigid border 
in a mixture of liquid and solid particles are considered below. 

PHYSICO-MATHEMATICAL FORMULATION OF THE PROBLEM 
To describe the process of propagation of unsteady shock waves over a 

heterogeneous mature of condensed media with different pressures and velocities of 
components, we involve the equations of mechanics of heterogeneous media. The mass 
and momentum conservation laws for each component of the mixture, complemented 
by the equation of mi - transfer and equations of state, are written in the following 
nondimensional form: 

»* = l-ff»j, I\ = Pi/mi-l, Pi = a2{p2/m2-p), Pt = miPu, 
where /»,■ are the volume concentration of the i-th component of the mixture; 

Fs = m\Pl («2 - UI)/TS «s the Stokes force; TS = 2p/(9^ ) is the time of the Stokes velocity 

relaxation; R= /Mi^C^-fl)/^ 'B a ft"1«*»011 that describes the solid phase transfer 

process; Ttm =^/(Al,Oa?) k ^ pressure relaxation time for the mixture components; 

a = ai\a\\ p = PnfiIPi\fi• Velocities are nondimensionalized to a\, densities - to f\\$, 

pressures - to afpi i(o, x- to the radius of solid particles, t - to t0 = r/fli, Mi~t0 alPl\,0r- 
A correct problem for system (1) is the Cauchy problem for the solution vector 

t = 0: q> = <Pi (2) 
where q>i is the vector of flow parameters at the initial time moment. 

Problem 1. Stability of SW propagation. A steady SW described by a solution of 
the boundary-value problem for a system of ordinary differential equations (ODE) [1 - 
3] is considered as the initial data. In this case, <pi can be: continuous functions for fully 
dispersed SW; discontinuous functions in the first (light) component and continuous 
functions in the second (heavy) component for frozen-dispersed SW; continuous 
functions in the first component and discontinuous functions in the second component 
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for dispersed-frozen SW; discontinuous functions in the both components for frozen 
SW. Such initial data contain small perturbations of all wavelengths caused by the use 
of the numerical method of solving the boundary-value problem for an ODE system. 
The results of calculating this problem are often treated in the literature as the study of 
stability of steady SW propagation with respect to infinitesimal perturbations. 

Problem 2. Initiation of a steady SW. The function cpj is assumed to be a 
constant solution ahead of the SW front propagating with velocity D (initial state <p0) 
and behind the front (final state <pK). The initial and final states belong to the 
equilibrium Hugoniot's adiabat. 

Problem 3. SW reflection on a rigid wall. The initial-boundary conditions for the 
problem under consideration are presented as 

q> = <Pl(x), x>0, t = 0,       «l =«2=0, x=0, tZQ. 
The solution vector <pj(x) describes here steady SW. 

REFLECTED SW PARAMETERS IN EQUILIBRIUM APPROXIMATION 
Let an SW propagate from the left to the right in a medium at rest with initial 

parameters #• = #0, «l0 = 0, P, = 0, behind its front the mixture parameters acquire finite 
equilibrium values. For an equilibrium state behind the reflected SW «,- = ur = 0 and B, = Pr. 
From the conservation laws of mass and momentum for incident and reflected SW we obtain a 
cubic equation for determining are velocities of the reflected SW Dr that has a trivial solution 
Dr = D corresponding to the incident SW velocity, and two real roots      

2- C+ uKPKD- CJfPK ±y(c- uKpKD+ Cjfpicf + 4pK(uKPKClf -C$ + uKDJ 

2UKPK 

One can easily see that the radicant is always positive, the lower branch (corresponding to the 
minus sign) where D, > 0 is physically meaningful. The behavior of reflected SW velocity, 
relative phase velocities behind its front, equilibrium speeds of sound are shown in Fig. 1 
versus n\Q for an incident SW velocity D = -1,5. 

DISCUSSION OF NUMERICAL RESULTS 
The posed problems 1, 2 and 3 are solved using the "coarse particles" method of the first-order 
approximation [6], modified to take into account the equations of compacting kinetics. 

Stability of propagation of SW of various types (problem 1). Let us consider the 
propagation of various types of SW obtained in [3] for a self-similar flow of the mixture within 
the framework of unsteady approximation. 
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1. For D = -\5 and small values of mXQ the steady-state formulation yields a fully 
dispersed flow for the both components of the mixture. Constant equilibrium values of the 
mixture parameters are sustained in problem 1 at the right boundary of the flow region, and a 
steady leftward propagation of a dispersed SW with monotonic velocity and pressure profiles 
of components is observed. In computations, these profiles move steadily with a constant 
velocity and remain monotonic at later instants t = 100, 300 and 500. 

It was shown that the increase of the volume concentration of the light component 
causes the change of the flow type from fully dispersed to frozen-dispersed flow. Steady state is 
violated here in the beginning of computations, but then the flow with the previous profile is 
established again. The time of flow stabilization is t< 10. Afterwards, the propagating wave 
retains a constant configuration of a frozen-dispersed SW. 

2. As the SW velocity increases (£> = -25), the flow is at first a fully dispersed SW 
with a monotonic (for n\0 = 0-1) of nonmonotonic (for /w,0 = 0.3 and 0.5) velocity profile in 
the light component. The velocity profile in the first component is nonmonotonic. With 
increasing the water content in the mixture, the flow structure is changed; an SW arises in the 
first phase. It was found that for D = -25 >mi0= 0,7 and 05 the SW propagates steadily with 
a constant velocity. The shock is slightly smeared because of the solution technique. 

3. Let us increase the SW velocity D = -33. Analysis of the pressure profile of the 
second component showed that the front shock is also smeared a little because of the solution 
technique, and the wave propagates steadily with velocity D = -3.3. 

Increasing the volume concentration /MJO = 0.7; 09 with the same value D = -3.3, we 
pass to the region of existence of a frozen SW with a two-wave structure. In this case, a stable 
steady propagation of a two-wave configuration in the initial form is observed. 

Initiation of shock waves (problem 2). 
1. A dispersed SW with velocity D=-\5 is formed from stepwise initial data at 

ff^0 = 0.2. The formation process of such an SW continues from t = 0 to 300. With increaing 
w10, the duration of SW formation decreases, and at n\0 =0.5 the stabilization period is 
reduced to t = 100. An increase of m10 up to 0.6 leads to the flow restructuring: an internal 
SW appears in the light component. The amplitude of arising SW is very small; thus, it was 
difficult to determine its position in the steady-state problem. At the initial stage of stabilization, 
there is a peak in pressure of the second component over its equilibrium value, which is 
gradually resolved with time. At »ijo = 0.7 the pressure in the heavy component has a 
nonmonotonic behavior, and one should take into account singularities of steady-state 
solutions to distinguish nonmonotonicity caused by numerical integration (like, for instance, at 
/«to = 0.6). With further increase of /n10 up to 0.85 and 0.95, the SW amplitude increases, 
the velocity profiles of components become more and more different. For these values of »»lo , 

the flows are formed by t = 30. 
2. When D is increased up to - 25, a steady flow is formed faster than at D = -1.5. 

The analysis of results of computing the flow with different values of 
m10 (0.1,03,05,0.6,0.7,0.9) showed that they are completely coincident with those obtained 
previously in problem 1. This allows one to state that initiating the flow from stepwise initial 
data, it is always possible in due time to obtain the velocity and pressure profiles of components 
of the same structure as in solving a self-similar problem. Moreover, on the basis of solving the 
initiation problem one can obtain flows whose steady-state calculation was difficult because of 
internal singularities. Figure 2 shows the velocity and pressure profiles for a mixture with 
rr\Q = 0.6. The solution in a self-similar approximation was complicated because of necessity 
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of a smooth transition through the speed of sound in the first component. Analyzing the 
profiles at t = 20 and 30 one can conclude that the transition from a supersonic state into a 
subsonic one in the first component is performed by means of a low-amplitude internal SW. 
Behind the SW, the liquid is accelerated, and its velocity profile approaches smoothly the sonic 
point, which is an unstable singular point and through which the flow passes continuously to a 
supersonic state. 

Let is analyze the picture of transition in a transonic flow type in the first phase with a 
singular point mentioned above. The variation of the first phase velocity is described by an 

ordinary differential equation dUi/d£=Ul(Fs-plR/ml)/pi(Ui-l). As the first 

component velocity approaches the speed of sound of the first phase, a gradient catastrophe 
occurs. Equating the numerator in Ü\ to zero at U\ = 1, we obtain that the value of velocity 

U2 in the heavy component satisfies the equation of the fifth order F(U2) = 0. The resultant 
equation has one real root which lies within the interval from 0 to 1. It is physically 
meaningless and will not be further considered. Behavior of the function F(U2) is presented in 
fig. 3 as a function of the parameter n\^. We can trace the process of appearance of two new 

roots of equation. Thus, at i^0 = 05 a U-shaped branch of F(U2) is located above the 
abscissa axis that goes down with increasing m^ and touches this axis at m^ * 0-5396. Two 
multiple roots appear thereat. A further increase of volume concentration of the light 
component leads to appearance of two different roots. With the growth of JMJO, one solution 
shifts towards a smaller value of U2, and the other increases. 
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Fig. 2. Velocity and pressure distributions of 
components for D = -2.5 and mjo = 0.6. 
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Fig. 4. Velocity and pressure profiles for shock wave 
reflection with D = -1S and i^0=0.7. 
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Thus, for an initial velocity UQ = 25 the transonic flow region begins at w^o ™ 0-53 
and ends at n\$ » 0J6005 . It should be noted that after the formation of the flow with a sonic 
final state in the first phase U\-Ui = Ug = 1, the subsequent motion of the mixture with 
increasing m^ nave a subsonic final state in the both components. The analysis validates that a 
continuous transition from subsonic to supersonic branch of solution is possible. 

3. With increasing D up to -33, the flow is complemented with a bow SW in the 
second component for all /Mio. The process of establishment for /% = 0.2 and 0.4 can trace 
the formation of a bow SW whose amplitude fluctuates slightly at the initial stage of flow 
stabilization. It should be also noted that a monotonically decreasing velocity profile «2 in the 
flow with a bow SW is formed faster than nonmonotonic velocity profile in the first 
component. A flow entering the transonic region is formed at n\Q = 05. For an SW with the 
propagation velocity D = -33, the width of the region of existence of transonic flow with 
varied m^ increases. The computations showed that the transonic region begins at n\$ « 0.43 
and ends at iwjo «0.6063. If n\Q = 0.7 or OS, a flow with a two-front SW is formed: with a 
bow SW in the second component and with an internal SW in the first one. As in the 
previously considered problem of stabilization, the flow with a front discontinuity in the second 
phase is formed faster than the flow with an internal discontinuity in the first phase. 

SW reflection on a rigid wall (problem 3). 
1. For D= -15 and small m^, the incident SW of a fully dispersed configuration is 

reflected as an SW of similar type (the mixture parameters are such that the phases have close 
values of velocities and pressures). The reflected wave is rapidly formed and stabilized. It is 
seen from fig. 1 that the reflected SW velocity (fy = 1.636) is slightly higher than the modulus 
of the incident SW velocity (D=-\5). The reflected wave width is smaller than that of the 
incident wave. This is caused by amplification of the reflected SW. Let us consider now the 
reflection of a frozen-dispersed SW with n\Q = 0.85. The SW, incident with equal velocity, 
has an internal discontinuity here in flow parameters of the first component and is continuous 
for the second component. The reflected SW belongs to the same class, but is characterized by 
a nonmonotonic behavior of water velocity. 

2. Let D = -25. If n\$ =03, the flow is continuous in the both components. The 
velocity is decreasing monotonically in the second component and having a minimum in the 
first one. When a shock wave of this structure is reflected, the type of the wave configuration is 
changed. The reflected SW has a bow wave in the second component and a monotonically 
increasing velocity profile in the first one; i.e., it is dispersed-frozen. The pressures in 
components of the mixture increase monotonically. Note that there appears an internal 
equilibrium point for the pressures of components. The pressure amplitude in the reflected SW 
is nearly twice as high as the incident SW amplitude. At n\Q = 0.7 the incident frozen- 
dispersed SW has an internal SW in the first phase and a continuous flow in the second one. 
The reflected wave in a dispersed-frozen SW with a bow discontinuity is the second 
component of the flow and continuous in the first one (Fig. 4). For the case of n\$ = OS the 

reflected SW is continuous in the second component, since \ug -£^| = -2.809 < a2 = 3. The 

monotonic velocity profile of the second component has a maximum whose value is higher 
than the mixture parameters in the equilibrium state behind the reflected SW front. 

3. If D= -33, then at small values of n\$ the incident and reflected shock waves 
belong to the dispersed-frozen flow type. When the SW is reflected,, a flow of the same type is 
formed with a nonmonotonic velocity profile in the first component. The width of the 
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relaxation zone in a reflected SW increases nearly twice at n\^ = 0.2 and thrice at i»%0 = 0.4. 
This effect is cause by a drastic reduction (by nearly 6.7 times at H\Q = 02 and by 5.7 times at 
n\Q = 0.4) of the volume content of liquid behind the incident SW because of inertial 
properties of the mixture materials. Note that the shock amplitude in the second component 
increases after reflection. 

With increasing the initial volume concentration of the light component, the incident 
SW is a frozen SW of a two-front configuration, and the reflected SW is either dispersed- 
frozen at TI\Q < n\ , or frozen of a two-wave configuration at m)o > nt[. 

CONCLUSIONS 
• On the basis of numerical simulation of unsteady problems of SW propagation in a 

heterogeneous mixture of condensed media with different pressures and velocities it is 
shown that all possible types of SW are stable with respect to infinitesimal disturbances and 
are developed in time from stepwise initial data which is the initial and final steady states on 
the equilibrium Hugoniot's adiabat. 

• Are proved that exists a transonic motion of the mixture in the form of a frozen-dispersed 
SW with a continuous transition through the speed of sound in the first phase. 

• Specific features of SW reflection of different structure on a rigid wall are established 
numerically and analytically. It is shown, in particular, that: a) an incident SW of a dispersed 
type can be reflected either as a dispersed or as a dispersed-frozen SW; b)a frozen- 
dispersed SW with a monotonically decreasing velocity profile is reflected as a frozen- 
dispersed SW with either monotonically decreasing or nonmonotonic velocity profile in the 
first component. A frozen-dispersion wave with a nonmonotonic velocity profile in the first 
component can be reflected as a dispersed-frozen SW with monotonic velocity profiles of 
components or as a dispersed SW with nonmonotonic velocity profile in the second 
component; c) a dispersed-frozen SW with a minimum in the first component velocity is 
reflected as a dispersed-frozen SW with nonmonotonic velocity profiles; d) a frozen SW of 
a two-front configuration can be reflected either as a dispersed-frozen SW with monotonic 
velocity profiles or as a frozen SW of a two-front configuration. 
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Abstract 
This paper presents some insights gained from a computational study of the three- 

dimensional interaction caused by the turbulent crossing-shock interaction. The accuracy 
of the scheme in reproducing the features of the flowfield is first established by comparisons 
with a variety of strong interaction experimental data. The four primary regimes in the 
flowfield are summarized and the model is then extended to describe the evolution with 
increasing asymmetry. The sidewall/shock-vortex interaction, characteristic of highly 
asymmetric situations, is investigated in detail. The baseline turbulence model fails to 
predict some of the primary features observed in the experiment. However, a modification 
which controls the development of the fin boundary layer by limiting the production of 
turbulence kinetic energy rectifies this discrepancy. The sidewall interaction is shown to 
cause the ejection of the corner vortex in a direction parallel to the sidewall and generally 
normal to the plate. The improved understanding of flowfield is utilized to comment on 
observed quantitative discrepancies and several areas of future computational research are 
identified. 
§1    Introduction 

The interaction of shock waves with boundary layers results in a complex variety of 
phenomena including three-dimensional separation and the formation of vortical struc- 
tures. In inlets of propulsion systems, these flow features degrade performance or limit 
operation envelopes because of the associated reduction in pressure recovery and increase 
in distortion. A clear understanding of the fundamental physics is thus a critical compo- 
nent in efforts directed towards improving inlet design. 

Basic studies of shock wave/turbulent boundary layer interactions (STBLI) are gener- 
ally performed in geometrically simple configurations which nevertheless retain the perti- 
nent fluid dynamic mechanisms and provide an ideal testbed for computational investiga- 
tions. Typically, shock generators are mounted a plate which provides a platform for the 
turbulent boundary layer. Space constraints do not permit a detailed literature survey: 
some review articles include Refe. 1-3. The present work focuses on the double-fin (or 
crossing-shock) configuration shown in Fig. 1. The principal flow parameters determin- 
ing the details of the interaction are the Mach and Reynolds numbers, the properties of 
the incoming boundary layer, the fin angles, the distance between the fins and the wall 
thermal conditions. 

One of the earliest studies on the double-fin configuration discussed a control aspect 
of the problem: in Ref. 4 it was noted that for a specified incoming boundary layer, sep- 

This paper is declared a work of the U.S. Government and is not subject to copyright protection in the 
United States 
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Pi P2 A B 

7    7 71.5 35.7 
7   11 73.5 35.7 
7   15 75.4 35.9 
11 11 75.« 37.6 
11 15 77.5 38.0 
15 15 79.1 39.5 

Fig. 1: Double-fin configuration and test matrix   Fl8-2: Crossflow comparison of pitot pressure 
in 15x15 interaction. Experiment of Garrison 
and Settles (see Ref.[14]) 

aration could be inhibited by achieving the desired pressure rise with weaker intersecting 
shocks instead of the single stronger shock alternative. However, this interaction can also 
be studied from more fundamental viewpoints. One aspect is concerned with the "inter- 
action" between the individual vortical structures generated by each fin. In this context 
it is important to note that vortex lines in the flow traverse downward in the boundary 
layer associated with the right fin (looking downstream), cross the channel between the 
two fins where they are distorted (but are nevertheless smooth) and then upward in the 
left fin boundary layer.5 A second issue is specific to symmetric situations where the 
substantial differences between two- and three-dimensional separation can be elucidated.5 

This paper focuses on the computational simulation of the mean flowfield of the 
crossing-shock interaction as obtained with the theoretical model outlined in §2. We 
address in turn, the two primary thrusts of numerical simulation i) investigation of flow 
structure and ii) assessment of turbulence modeling accuracy. Experimental investiga- 
tions play a critical role in these investigations by providing a framework for validation. 
Most of the computations described here are modeled after the comprehensive test matrix 
of Refs. 6,7 consisting of all six combinations of 7, 11 and 15 degree fins at Mach 3.95, 
Pt = 1.492MPa, Tt = 260AK and Re = 87.5 million per meter (Fig. 1). Although all 
the six configurations have been computed, for brevity, the results will be presented on 
a selective basis to illustrate the points under discussion. We follow the convention of 
denoting the interaction as fa x fa where, viewing downstream, ßx and fa denote left and 
right fin angles respectively. 

Computational fluid dynamics has achieved a great degree of success in reproducing 
the features of the overall flow structure. In §3, we first show several comparisons which 
together demonstrate that both primary and secondary features are reproduced with 
reasonable fidelity. The simulations are then employed to develop a model for strong 
interactions i.e., where the incoming boundary layer is fully separated. New simulations 
are employed to characterize the evolution of the fully separated interaction under the 
influence of asymmetry: these results supplement the evolution with interaction strength 
presented in Ref. 8. 

The issue of turbulence modeling is addressed in §4 with particular emphasis on an 
aspect which has received relatively little attention in the literature, viz., the flow on the 
sidewalk. We focus on the sidewall/shock-vortex interaction in the 7 x 15 case. The 
analysis contained in §4 indicates that the baseline model does not predict the sidewall 
surface oil pattern very well. A possible cause of this discrepancy is that the computed fin 
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boundary layer becomes turbulent immediately downstream of the fin leading edge, a sit- 
uation which is likely at variance with the experiment. In an effort to delay transition, we 
investigate the modification consisting of limiting of turbulent kinetic energy production. 
The improved results are then employed to present a model of the sidewall/shock-vortex 
interaction. 

The performance of numerical studies in a variety of STBLI has been presented in a 
recent report9 which identified turbulence modeling as a primary source of inaccuracy. 
Unfortunately, most models and various corrections thereto are generally tailored for 
specific 2-D situations (Ref. 10 for example discusses different modifications for separated 
flows, favorable pressure gradients etc.). An understanding of the flowfield structure as in 
§3 affords significant new insight into the cause of discrepancies: these are also discussed in 
§4. The paper concludes with some thoughts on future areas of computational emphasis. 
§2    Theoretical Model 

The full 3-D mean compressible Navier-Stokes equations are solved in strong conser- 
vation form and mass-averaged variables. The numerical scheme utilizes a transformed 
plane approach. Details may be found in Ref. 11 and are not repeated here. Briefly, the 
inviscid fluxes are evaluated to nominal third order accuracy with Roe's flux-difference 
split scheme combined with a limiter for monotonicity. Viscous terms are differenced to 
second order accuracy in a centered manner. The effects of turbulence are incorporated 
through the eddy viscosity, m, assumption and the turbulent Prandtl number is assumed 
constant at 0.9. The turbulence model employed to derive pt is based on the popular k—e 
equations 12 with low Reynolds number terms and incorporating a compressibility correc- 
tion. Additional relevant details are provided in §4 below. The meshes are comprised of a 
sequence of non-uniform Cartesian planes. A typical mesh consists of 123 x 88 x 197 points 
and has been shown in Ref. 13 to be adequate subject to the qualifications noted in §4. 
The upstream profile is generated independently with a 2-D code to match the momentum 
thickness of the incoming boundary layer at the fin leading edge (0 = 0.0128mm). 
§3    Model of flowfield structure 

It is important to first characterize the fidelity of the computations in reproducing 
not only primary but also secondary flow features. Towards this end, Figs. 2 , 3 and 4 
compare simulated and experimental pitot pressure, shock structure and surface oil flow 
patterns respectively. A cursory examination of these figures reveals clearly that each of 
the primary features is reproduced. It is noteworthy however that smaller features are 
also readily apparent. For example, the shock marked 6 in Fig. 3 is a secondary feature 
in that it is a consequence of the crossing of the primary A systems.16 (Notational gaps 
in this and other figures to follow arise partly due to the limited number of comparisons 
presented and partly due to the desire to maintain the same terminology for computa- 
tional and experimental results). Similarly, the lines of separation denoted 54 and S12 
in the computed surface pattern are also secondary in nature and in fact correspond to 
secondary separation. The differences between computation and experiment in Fig. 4 can 
be considered as inferential rather than physical (see also Ref. 8 in this regard). 

Of the various modes of describing a flowfield, we choose here the approach utilizing 
streamribbons. Fig. 5 presents a compendium of results from symmetric as well as asym- 
metric strong interaction cases. Note that an aspect ratio has been applied for clarity. 
Fig. 5, frame (a) depicts the flowfield of a symmetric 15 x 15 interaction while prominent 
features in its surface streamline pattern are shown in frame (b). The special lines of 
coalescence and divergence marked in the latter have been observed in the experiments of 
Ref 6,15 and indeed, constitute the symmetric counterparts of those depicted previously 
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Fig. 3: Shock structure comparison on crossflow 
plane of 15x15 interaction: computed results (top) 
and Planar Laser Scattering inference of Ref. [15] 
(bottom). 2=Primary rear shock, 3=Primary 
inviscid shock, 6=Secondary separation shock. 

Fig. 4: Surface oil-flow comparison for 7x15 
interaction. Top: Experimental inference by 
Zheltovodov et al (Ref. 7); bottom: simulated. 

in Fig. 4 as elucidated later. From Fig. 5(a), it is evident that the incoming boundary 
layer (BL) separates at the line of coalescence Si and at its symmetric counterpart S2 

(not marked). This regime does not reattach thus setting up an open structure with no 
"trapped" fluid. Flow attaching near the fin-plate corners at Rx and R2 (not marked) can 
be categorized into several regimes, the first of which is a vortex interaction (VI), charac- 
terized by off-surface stagnation points5-8 and which separates from the downstream side 
of Si. Fluid attaching further downstream forms the entrainment flow (EF) which brings 
high speed fluid near the plate. This regime separates prior to reaching the symmetry 
plane, and two centerline vortices (CV) are formed as shown. In Ref. 5, it has been shown 
that the same coherent features are discernible in a Mach 8 flow as well. 

A close examination of the surface patterns in Fig. 4 and Fig. 5 (b) reveals a corre- 
spondence between the features of symmetric and asymmetric interactions. Specifically, 
Si and S2 (Ri and R2) denote the primary lines of separation (attachment). Further 
downstream, each pattern shows two lines of separation (S12 and 54 in Fig. 4 and S3, S4 

in Fig. 5 (b)) which are separated by a line of divergence (R3 in both figures). Because 
of this similarity, asymmetric interactions can be described with the same four regimes. 
Fig. 5 (c) and 5 (d) show some of the coherent features for the 11 x 15 and the highly 
asymmetric 7 x 15 interaction respectively. The- vortex interaction flow is omitted in each 
figure to better provide a view of the structure beneath the separated boundary layer. 
The surface of separation in the 7 x 15 interaction is shallow near the 15 degree side due 
to the 3-D relief effect but rises steeply away from the plate in the downstream region. 
For the weak interaction side, there is some ambiguity in the classification of primary and 
secondary separation since the line of primary coalesence Si is not as well-formed and 
asymptotically approaches S2 to form S12. Fluid separating from Sn essentially envelops 
the core formed by BL. The sideward inclination of the flow towards the 7 deg fin causes 
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Fig. 5: Compendium of simulated flow 
visualization results at Mach 4: a) 15x15 
interaction b) surface pattern for 15x15 
interaction, c) 11x15 interaction, d) 7x15 
interaction. BL=Boundary layer, VI=Vortex 
interaction, SV=Secondary vortex, EF= 
Entrainment flow. S=separation line, 
R=attachment line. Note: vertical extent of 
fins is truncated for clarity 
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Fig. 6: Variation of vorticity magnitude map on crossflow plane with degree of asymmetry. 

Fig. 7: Velocity and helicity maps on crossflow plane for 11x15 interaction tnOT»tw UM, 
veloc.ty vectors exhibiting development of wall-5-l*e stactef °g 

a sidewall/shock-vortex interaction which is discussed in greater detail below   The sec- 
ondary vortices are relatively weak compared to the 15 x 15 case and, intt^tingly the 

The £ x 15CZrSe VOrtiCpS "Kf" eXClUSivdy fr0m near the Stro^ interaction side 
2?lL I f    \m F?g- 5 (C) rePresents an intermediate situation. BL is clearly 
defined near each fin as for the 15 x 15 case. However, the entrainment regimes enveTop 
BL after secondary separation as for the 7 x 15 case. The detail shown in F?g 5 c reveds 

Ann ^ 7 ^"S ^^ °f both ""^ vo^es is formed from fluSt 
ImeSerg^e?S " D°WnStream h°"WW' ^ from b°th sides attaches ^ne 

The regimes shown in Fig. 5 can be correlated to other field quantities. For example 
Fig. 6 explores the vorticity field for various degrees of asymmetr^ at a typicalcroTflow' 

^h n 15 x irin^r^-S T SU?erP°fd t0 PI0Vide S°™ degrÄ orient: men 15 x 15 interaction exhibits two regions of high vorticity: an arch-like structure due 
«primary separation which caps the fluid experiencing secondary sep^atfon Th^Tl >?5 

mteraction on the other hand divides the incoming boundary layTr into anLnecore and 

Spe^er
UTheS U x l5tr

Cf ^ ^ *"* ^ «"* •* weak iaSSTtS 
JSwfc' ♦   ■        x     mteractlon aSain represents an interesting intermediate map in 
Ä entra™* TTmeS D0W Wrap aroBnd the "*«*«l boundary layer core Further insight into the interaction is provided in Figs. 7 which disolav JZrZ ™.„ 

mtude and helicity density maps in a crossflow plane icX^^^SS: 
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Fig. 8: Comparison of experimental inference 
ofZheltovodovetal with computation 
(baseline k-e model) for sidewall surface 
pattern on 7 deg fin of 7x15 interaction 

Fig. 9: Effect of limiting of turbulence 
energy production in the prediction of 
sidewall surface pattern. C=Saddle point, 
F=Focus, S=Separation, R=Attachment 

the mushroom, the outer entrained fluid and the separated boundary layer core. Since 
the axial component of velocity is positive, the opposite direction of turning (along the 
local streamline) in the two regions is a consequence of the reversal of the axial vorticity 
component as discussed Ref. 8. The wall-jet-like regimes are deflected downstream first 
partially through the separation shock which is marked component 6 in Fig. 3 and then 
finally by the wall-jet shock. This latter interaction is closely correlated with the observed 
secondary separation. 
§4    Turbulence modeling issues 

The features described above are independent of turbulence model employed and are 
observed with algebraic5 as well as with several variations of the two equation k — e 
models.17 The model does not however address the flow on the fins (or sidewalls). To 
investigate this issue, we focus on the 7 x 15 interaction, specifically on the 7 degree 
sidewall which is subject to a vortical impingement. 

Fig. 8 displays the sidewall surface pattern as obtained in experiment and in the com- 
putation (note: the height of the fin is roughly double in experiment as in computation. 
Further, these figures are only approximately to the same scale because of artificial aspect 
ratios introduced in the plotting procedure - the comparison is thus only qualitative. Al- 
though the separation and attachment lines, 5s and Ä5 respectively, are observed in the 
computations, significant discrepancies are evident in the size of the reversed flow region. 
Most importantly, the prominent focus denoted Fx is absent as such in the computations. 
A possible explanation for this dissimilarity is based on the state of the fin boundary 
layer. In the computation, the fin boundary layer becomes turbulent forthwith at the fin 
leading edge, a situation which may not mirror the actual situation in the experiment 
where transition may occur some distance downstream. 

An elegant technique to restrain the development of a turbulent boundary layer is to 
limit the production of turbulent kinetic energy as discussed in Refs. 18. The production 
term, Pk, of the k - e model of Ref. 12 may be written as: 

k     Re^dxjdtk (1) 
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'ifä   Fig 11: Skin-friction coefficient on plate 

along spanwise line at streamwise location 

Fig. 10: Flowfield structure caused by vortex/sidewall 
interaction in 7x15 case. 

X=x78=25.3. Experiments of Garrison et al. 
(see Ref.[14].RH-Mod = Lenght scale 
modification of Rodi-Horstman (see Ref. 
[17]). 

where r is the shear stress tensor, §k denote coordinate metrics and u* are Cartesian 
components of velocity. The limiting procedure is enforced by replacing Pk by P'k where 

P'k = mm(Pk,jpe) (2) 

and p and e denote the density and turbulence energy dissipation respectively. Three 
different values of 7, 5, 2.5 and 1.5 respectively, are investigated. 

The impact of this modification on the sidewall surface pattern is shown in Fig. 9. 
It is apparent that at 7 = 5.0, there is a drastic improvement in the comparison with 
experiment. Note particularly the increased reversed flow region between S& and Ä5 and 
the appearance of the focus-saddle combination, F1-C2, which satisfies the local rules of 
topological bifurcation. Reducing 7 to 2.5 and then to 1.5 results in an increase in the 
size of the reversed flow region but has no additional topological impact. Further reduc- 
tion in 7 was not investigated since at such values, the upstream plate boundary layer is 
perturbed and alters the momentum thickness of the boundary layer entering the inter- 
action. However, we note that at 7 = 1.5, eddy viscosity values in the sidewall boundary 
layer are extremely low. This observation suggests that additional local reduction in 7 is 
unlikely to result in large surface pattern variation. Finally, these modifications have no 
significant impact on the plate surface pattern (not shown). 

The improved prediction of the sidewall/shock-vortex interaction permits an inves- 
tigation of the flowfield details which are depicted in Fig. 10. The fin boundary layer 
separates at 5s, the surface of separation is identified as Surface 1. For the computational 
height of the fin, this surface does not reattach to the fin. Rather, the fluid attaching at 
i?5 originates near the fin/plate corner. A truncated version of this regime is depicted 
as Surface 2 which spans the entire region downstream of Ä5 beneath Surface 1. The 
significance of the focus is also clearly evident from Fig. 10: this represents the lift off 
of the corner vortex which traverses vertically parallel to the fin. The interaction can be 
expected to evolve into the common quasi-two-dimensional situation at distances far from 
the fin/plate corner. 

A comparison of several turbulence models in their ability to predict experimental 
data has been compiled recently in Ref. 9. An insightful discussion of the impact of un- 
steadiness on such studies may be found in Ref. 19. Before concluding, we employ our 
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understanding of the flowfield to comment on some aspects of the quantitative compari- 
son of computed data with experiment. The previous discussions have clearly highlighted 
the existence of high gradients and three-dimensionality in the vicinity of the secondary 
structures where shock induced separation occurs. In such regions, the performance of 
numerical schemes suffers for several reasons. Most schemes degrade to lower accuracy 
near shocks: this is a severe problem for viscous computations. Additionally, for gradient 
related quantities such as skin-friction and heat transfer, local mesh resolution criteria are 
turbulence model dependent and are extremely stringent.17 Finally, common turbulence 
models are straightforward extensions of their 2-D counterparts and can be expected to 
fail in regions of large three-dimensional effects. A related effect of the high gradients 
associated with the secondary features is that a small "mismatch" between computation 
and experiment can result in large errors in the comparison of pointwise quantities. It 
is thus not surprising that comparisons near these features is generally poorer than in 
relatively benign regions of the flow. This point is illustrated in Fig. 11 which displays 
spanwise (z) variation of skin-friction coefficient in a 15 x 15 interaction with two dif- 
ferent turbulence models. At the proper streamwise location (X = 25.3, the data are in 
good agreement in the entrained flow region (4 < z/S < 8) but show large quantitative 
discrepancies near the symmetry plane (z/S < 4). More significantly, even the trends are 
inaccurate since the «W feature (A-B-C-D) observed experimentally is completely absent. 
Given that all of the surface oil flow features are reproduced in the computation, this is 
initially a surprising observation. However, further examination of the computed flow 
reveals the same 'W structure but at a downstream location (X/S = 27.9) as shown in 
Fig. 11. Some of the computational discrepancies are thus associated with the displaced 
development of coherent features. 
§5    Conclusion and Future Work 

It is evident that primary and secondary features of the interaction are reproduced 
to sufficient accuracy with proper analysis combined with adequate mesh resolution and 
numerical schemes. The computations have been employed successfully to propose a 
model which is valid under a wide range of interaction strengths and asymmetries. The 
various regimes identified previously for symmetric interactions have been shown to persist 
in asymmetric interactions and provide a unified understanding of the flowfield. The 
prediction of the sidewall/shock-vortex interaction has been improved through the use of 
a modification which inhibits transition of the sidewall boundary layer. An understanding 
of the flow structure is shown to be an important component of quantitative turbulence 
model evaluation. 

Several areas of future research may be identified. From an engineering standpoint, a 
proper calibration of turbulence model may be feasible for a wide range of flow param- 
eters. Such calibration must however account for the basic three-dimensionality of the 
secondary features. On a more fundamental level, the dynamics of compressible turbu- 
lence remain an issue of present research. Given the daunting nature of the task, this is 
a long term endeavor requiring advances in numerical algorithms, physical modeling and 
computational technology. Finally, it is known that such interactions are highly unsteady. 
This is an important issue of both engineering and scientific importance, but has so far 
not been explored computationally. 
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ABOUT NONLINEAR INFLUENCE OF EXTERNAL ACOUSTIC FIELD ON 
SUPERSONIC BOUNDARY LAYER FLUCTUATIONS 

S.A. Gaponov, II. Maslennikova, V.Yu. Tyushin 

Institute of Theoretical and Applied Mechanics SB RAS 
600090, Novosibirsk, Russia 

The problem of nonlinear interaction between acoustic waves and supersonic 
boundary layer eigenmodes has the direct relation to the problem of stationary flow 
receptivity to an external disturbance influence. Solution of linear receptivity problem 
give acoustic wave amplitude for a given wave length of external influence. We should 
emphasize that when the basic flow is parallel, the external monochromatic waves do 
not give rise to eigenoscillations [1]. The linear problem of the excitation of 
eigenmodes by monochromatic acoustic wave has been considered in [2]. 

On the nonlinear level an external wave can be considered as the basic wave, 
in the field of which the eigenmodes develop. The example of such process is a 
disturbance development in the boundary layer of a model in supersonic wind tunnel. 
In this case an external acoustic field is generated by the turbulent layer on the wind 
tunnel walls. That puts a problem about the principal possibility of experiments on 
linear stability theory because of lack of any estimates for the allowable level of 
external disturbances. At the same time a great number of experiments on the 
supersonic boundary layer stability have been performed in T-325 wind tunnel in 
ITAM SB RAS [3]. Although achieved results are consistent with linear stability 
theory, a possible influence of acoustic waves on the development of unstable 
hydrodynamic waves may be a problem. Therefore a question about nonlinear 
interaction of external acoustics and boundary layer eigenmodes is of practical 
significance connected with the possibility of modeling of non-stationary phenomena, 
let alone its scientifical importance. 

The problem of nonlinear development of disturbances in the supersonic 
boundary layer came to be regarded rather recently and the number of work is 
modest. A good review of these works can be found in [4]. 

This paper is concerned with the resonant interaction between the 
hydrodynamic waves (which are damping out at infinity) and the external acoustic 
wave in the frame of weakly nonlinear theory. The method described in [4] has been 
applied for this problem. This work differs from [4] in that the basic acoustic wave 
does not damp out at infinity. 

This work takes a step further in comparison with the work [5], where the 
interaction parameters are determined for the case when acoustic wavevector is 
aligned with the external flow. Here the more general case of arbitrary oriented 
acoustic wave is considered. A detailed setting up of mathematical problem is found 
in [4] and [5]. As shown there, the amplitude equations, based on weakly nonlinear 
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theory, for a three-wave resonant triad are as follows: 

dax     , 
— = k1a2a3exp(iA(p1), 

da 2 „    ■ 
— = k2ala3exp(iA(f>2), 

da* . (1) 
-dY = k3ala2eKp(iA<p3), 

kj=](Mj-WOJ)dy/](BzoJ Woj)dy. 

where the indexes 1 and 2 correspond to the hydrodynamic waves and index 3 to 
the external acoustic wave. Here a,, and Acp, (j=l, 2 ,3) represent amplitudes and 

streamwise  wave   number  detuning,   respectively,   kj  (j = l,   2)   are   interaction 
coefficients (in this work at parametrical stage for hydrodynamic waves we do not 
take into account coefficient fcj). 
Expressions for W"1, Mj and B are reported in [6]. 

Resonance condition should be met for disturbance frequencies and spanwise 
wave numbers *, (it is defined in [4]): 

coi=a>2+G)3, bi=b2+b3 (2) 

In this work the nonlinear interaction coefficients are calculated for the 
resonant triad of the type under discussion in supersonic boundary layer. The flow 
parameters correspond to the wind tunnel conditions and are the following- 
To=310°K, y=1.4, Pr=0.72. 

The stability equations (direct and adjoint problems) were solved with IV-th 
order Runge-Kutta method. A Newton - Raphson scheme was used for eigenvalue 
search. For linear independent solutions the ortonormalization procedure was used 
[6J. Linear problem eigenfunctions for Tollmien - Schlichting waves were normalized 
by the maximum streamwise disturbance velocity inside the boundary layer. Linear 
problem functions for an acoustic wave were normalized by streamwise disturbance 
velocity in the falling wave. 

Numerical calculations were carried out for the Mach number M=2, Reynolds 
numbers Re=400, 425, 450, the first hydrodynamic wave frequency Fi=0 5 1(H- 
acoustic wave frequency F3 =0.5 10"5 (where F-o/Re), acoustic wave phase velocities 
cp - 0.35, 0.40, 0.45. The Z-direction wave numbers were varied holding valid the 
second condition (2). Numerical results are displayed in Figs 1-4. Hydrodynamic 
wave interaction coefficient dependences on the acoustic spanwise wave number for 
the various Reynolds numbers (Fig. 1) and acoustic wave phase velocities in 
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Fig. 1. Interaction coefficient modules 
versus acoustic spanwise wave numbers 
b3 for various Re (93=0.35, bj=0.l) 
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Fig.2. Interaction coefficient modules 
versus acoustic spanwise wave numbers 
03 for various cp (Re = 400, bi =0.1). 

x-direction (Fig. 2) are shown. Here the detuning is small (A(pi?e<l) only 
for *3<0.3. These figures show that maxima are located in the vicinity b3 =0.2 
and this location poorly depends on the phase velocity and practically does not 
depend on Reynolds number. 

0.2     0.3 

Fig.3 The interaction coefficients 
modules versus bf for Re is various 
(cp=0.35, b3=0.2). 

Fig.4 The interaction coefficients 
modules versus bj for cp is various 
(Re - 400, A? =02) 

Fig. 3 and Fig. 4 show interaction coefficients versus spanwise wave 
number bj at constant value A3 =0.2. From these figures a conclusion can be 
made that there are two wave groups which have the maximal increase. The 
first group corresponds to the case when the first wave is practically aligned 
with external flow and then the second wave interaction coefficient achieves a 
maximal value. The second case takes place when the second wave is 
practically aligned with external flow and then the first wave has the greatest 
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amplification. From Fig» 4 we also notice that the interaction coefficients 
quickly decrease when the acoustic wave phase velocity increases in x- 
direction. 

In summary it is necessary to note that interaction coefficient values 
obtained in this work are much higher than in work [5]. It is possible to make 
a conclusion that the external acoustic field can have a distinct influence on 
the boundary layer at certain wave parameters. This fact should be taken into 
account while performing experiments in the wind tunnels. 

This work was supported by RFFI, grant Ns 96-01-01580. 
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HIGH-LIFTING WAVERIDERS DERIVED FROM 
SUPERSONIC AXISYMMETRIC COMPRESSION FLOWS 

Yu.P. Goon'ko, LI. Mazhul, G-N.Markelov 

Institute of Theoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

INTRODUCTION 

Waveriders are known to be lifting configurations aerodynamically designed using 
streamlines of supersonic flows behind shock waves. These flows are determined 
analytically or can be computed numerically. Waveriders are usually designed on the 
base of the simplest flows behind plane and conical shock waves, axisymmetric shocks 
whose shape is described by a power function, as well as some other, mainly two- 
dimensional flows. A particular flow type should be chosen reasoning from a specific 
purpose of designed waveriders. Such an aerodynamic design are used to construct both 
the simple lifting bodies and more complicated configurations with inlets and ducts, 
corresponding to those of vehicles powered by air-breathing engines. 

The present paper deals with waveriders derived from internal axisymmetric flows 
in constricting conical ducts (funnels of a circular cross-section with the radius linearly 
decreasing downstream). The designed waveriders have smooth transverse-concave 
lower compression surfaces. An initial funnel-shaped shock wave forms in such a duct 
beginning from the leading edge, the basic design flow is locally two-dimensional near 
this edge, and there is a longitudinal pressure gradient downstream along the duct 
surface and streamlines behind the shock. This should provide a noticeably larger flow 
compression near designed surfaces, as compared with that for waveriders based on 
uniform flows behind oblique shock waves and axisymmetric flows behind conical 
shock waves for the same angles of compression surface inclination. These waveriders, 
therefore, can have better lifting properties. In this aspect, the waveriders under study 
can be of interest as applied to hypersonic reentry vehicles where configurations with a 
high lifting ability are necessary to ensure appropriate maneuverability. 

On the other hand, a high level of flow compression provided by the lower surface 
on these waveriders can be also a favorable factor increasing the propulsion efficiency 
of promising hypersonic vehicles powered by air-breathing engines. In this connection 
so-called convergent inlets should be noted, wherein supersonic flow is compressed in 
directions converging in space [1,2]. Such inlets, in particular, provide a compact shape 
of duct cross-section in the throat region. This can facilitate the problem of heat 
protection of hypersonic air-breathing engines due to a smaller wetted area of duct 
surface of convergent inlets, as compared with 2D or axisymmetric ones. Besides, 
convergent inlets ensure a larger compression of the flow at equal wall inclination 
angles. A class of convergent inlets was aerodynamically designed in [1, 2] using the 
streamlines of compression flows in axisymmetric constricting conical ducts. There are 
inlets of this type, which can be called shovel-type, they have an arc-shaped leading 
edge and a transverse-concave compression surface of a ramp. Similar construction 
principles were used in [3] for aerodynamic design of more general lifting 
configurations, also with transverse-concave surfaces, that form three-dimensional 
convergent compression flows. The assignment of the transverse contour of the lower 
surface of examined waveriders as an arc of a circle makes their integration with shovel- 
type convergent inlets rather simple. 
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The results of the study of lifting properties, lift-to-drag ratio as an aerodynamic 
efficiency parameter and integral heat flux to the surface of waveriders involved are 
presented below, the waveriders being mainly considered from the viewpoint of their 
use as lifting configurations. The geometry of waveriders are specified by an arc-shaped 
transverse contour of the lower surface in the rear cross-section. The aerodynamic 
characteristics of these waveriders are compared with those of Nonweiler caret wings, 
waveriders designed using uniform flows behind plane oblique shocks, and waveriders 
derived from the axisymmetric flows around circular cones at zero incidence. 

DESIGN OF CONVERGENT WAVERIDERS 

An example of waverider design definition using the flow in a constricting conical 
duct is shown in Fig.l. A basic axisymmetric flow with a funnel-shaped shock wave S 
forms in such a duct. The duct geometry is defined with radius R0 in the initial cross- 
section X = 0 and angle S of the wall inclination to the flow axis. In a certain cross- 
section Xb which is regarded as the rear cross-section or the base face of the waverider, a 
transverse-concave contour C of the lower surface is specified. The lower surface is 
constructed upstream of this cross-section along the basic flow streamlines passing 
through the contour C, and the leading edge of a waverider is the line E of intersection 
of the lower surface and the shock wave S. The constructed lower transverse-concave 
surface ensures the flow compression along converging streamlines. Following [3], 
where some characteristics of convergent waveriders for an inviscid flow are also 
considered, we will use the term "convergent" for waveriders with such surfaces. The 
upper surface of constructed waveriders is a cylindrical surface with generatrices 
parallel to the flow axis. 

Waveriders, whose lower surface 
transverse contour in the rear cross- 
section is an arc of a circle of radius 
Rb, were considered. Along with the 
prescribed values of Mm and S 
determining the basic inviscid flow 
field, the Relative radius of the lower 
surface Rb = RbIRg and the half- 
angle <p of the arc in the rear cross- 
section were taken as independent 
parameters for describing waverider 
geometry (see Fig.l). It should be 
noted here that for Rb = 0 or Rb = R3 
the waverider length is L = 0. Hence, 
the waverider has a maximum of 
length L depending on Rb. Besides, 
because of converging streamlines and 
longitudinal pressure gradients, the 
geometric and aerodynamic 
characteristics of these waveriders 
should also depend on their position 
in the basic flow field along the curved 

Fig. 1. Design of convergent waverider from 
the flow in a constricting conical duct. 
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shock wave S. Since these waveriders are constructed upstream from the rear cross- 
section, this position is determined by the relative longitudinal coordinate of this cross- 
section Xb = XJR0. In coordinates normalized to R0, an inviscid flow field in a 
constricting conical duct is independent of initial radius R0, though we used R0 - 10 m 
for determining viscous effects. 

A basic inviscid supersonic flow in a constricting conical duct was calculated by the 
method of characteristics [4]. The friction forces and heat fluxes on the lower and upper 
surfaces of a waverider were determined assuming a local two-dimensional flow for a 
fully turbulent boundary layer development along the streamlines. The integral 
boundary layer characteristics, including the skin friction and heat flux coefficients, 
were determined by the method [5\ and using an "effective" length to take into account 
the longitudinal gradients of flow parameters [6]. The total heat flux ß to be removed 
by the cooling system to ensure a specified body surface temperature Tw - const was 
determined as the difference between convective and radiation heat fluxes. The value of 
Q was obtained by integration along the streamlines on the surface and normalized to 
the total enthalpy Hoa> of the free stream with a unit cross-section area, i.e., the 
quantity Q = Q/Hoa was determined. The pressure at the waverider base face was 
assumed equal to the free-stream pressure. All the results presented refer only to 
waverider design conditions. The free-stream Mach number Mm =6 and duct wall 
inclination angle S = 10° were chosen for an example. Viscous flow conditions 
correspond to the dynamic pressure qm = 7-10* Pa and wall temperature Tw = 800 K. 

CHARACTERISTICS OF CONVERGENT WAVERIDERS 

An example of calculated data for q>= 45° is shown in Fig.2. It. is seen that the lift 
coefficient CL (Fig.2a) of waveriders under consideration is almost independent of the 
relative radius of the lower surface in the rear cross-section. The same figure shows the 
CL value for a simple Nonweiler caret wing which equals the pressure coefficient for a 
flow behind an oblique shock generated by a flat wedge. This value, in fact, determines 
the lower limit of possible CL values of examined waveriders when they are located in 
the flow region close to the leading edge of 
the internal cone, i.e., at Xb -> 0. 
Furthermore, as it could be expected in 
accordance with the basicflow feature related 
to the presence of longitudinal pressure 
gradients, an increase of the parameter Xb , 
i.e., a more downstream displacement of 
configurations in the basic flow, leads to a 
noticeable growth of the lift coefficient. For 
example, the values of CL in this case are 
higher than the corresponding values for a 
simple caret wing approximately by a factor 
of 1.2, 1.4, and 1.6 for Xb = 1.17, 1.7, and 
2.04, respectively. Thus, for equal values of 
the free-stream Mach number Ma and 
surface inclination angle 5, the examined 
waveriders based on the flow in a constricting 

Fig.2. Waverider lift force coefficient (a) 
and integral heat flux (b). 

Xb = 1.17 (I), 1.78 (2), 2.04 (3), caret wing (4). 
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conical duct can ensure considerable advantages in the lift coefficient over waveriders 
generated from the flow behind plane shock waves. 

As for the lift force, the level of the lift-to-drag ratio CJCD is mainly affected by 
the parameter Xb , i.e., the waverider position in the basic flow field, and yet an 
increase in Xb related to a more downstream waverider displacement in this field 
decreases the aerodynamic efficiency. The decrease is caused both by a larger flow 
compression on the surface, i.e^, a higher surface pressure coefficient, and by an increase 
of the relative base face area Sb = Sb/Spl where Spl is the waverider projected planform 
area. The presence of a gently sloping maximum of the lift-to-drag ratio versus the arc 
radius Rb should be also noted. As Xb decreases, the optimal Rb values shift to a 
higher level, and inversely, as Xb increases, the waverider is moved to a more 
compressed region of the basic flow, the optimal values of this arc radius are decreasing. 

Figure 2b shows the relative heat flux Q, calculated in accordance with the above 
assumptions, as a function of the relative radius of the lowersurface Rb and relative 
coordinate of the rear cross-section Xb. The curve ß =/( Rb) at given Xb = const 
has a maximum caused by corresponding changes in configuration length and, hence, 
the total wetted area which is one of the governing factors of integral heat flux level. As 
the waveriders are located farther from the conical duct leading edge, i.e., with an 
increase of Xb , their length decreases due to specific features of the basic flow related 
to an increase of shock inclination angle downstream. In addition, with increasing Xb, 
i.e., when the designed configuration shifts to the region of more compressed flow, the 
heat transfer intensity also increases; nevertheless, the governing factor here is the 
corresponding change of the relative wetted area, which decreases the level of Ö as a 
whole. ^ 

The data presented correspond to a half-angle of the arc of the lower surface in the 
rear cross-section <p = 45°. The calculations show that the drag coefficient CD and lift 
coefficient CL decrease slightly with increasing <p , and the lift-to-drag ratio versus <p 
has a gently sloping maximum . By and large, aerodynamic characteristics vary little in 
a fairly wide range 30° < <p< 90° which is of practical interest. 

Thus, a parametric analysis of the influence of independent variables determining 
the examined waverider geometry shows that, for such aerodynamic characteristics as 
CD, CL, and CLICD , _the governing factor is the waverider position in the basic flow 
field, i.e., the value of Xb, rather than the relative radius of the lower surface JR. or arc 
half-angle <p . At the same time, all 
independent geometric variables 
mentioned above affect noticeably the 
heat flux value Q. 

COMPARISON OF CONVERGENT \ 
AND DIVERGENT WAVERTOERS 

In parallel with the examined 
convergent waveriders were considered 
waveriders, whose transverse-concave 
compression surface was generated 
from an axisymmetric flow around a 
circular cone at zero incidence (Fig.3). 

Fig.3 . Design of cone-derived waveriders. 
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The basic conical flow was determined 
through numerical solution of known 
ordinary differential equations, the designing 
procedure and restrictions being similar to 
those described above. In particular, the 
transverse surface contour in the rear cross- 
section was also specified as an arc of a circle 
of radius Rt. A principal difference of the 
cone-derived waveriders is that their 
aerodynamic characteristics are independent 
of the longitudinal coordinate of the rear 
cross-section in the basic flow field, contrary 
to convergent waveriders for which this body 
position is a determining factor for their 
aerodynamic characteristics. Besides, the 
basic flow around a circular cone is 
divergent, i.e., the streamlines on the 
compression surface of designed waveriders 
are also divergent. Therefore, we will also call 
these waveriders divergent conical ones. 

Comparison of aerodynamic efficiency, 
i.e., the dependencies of the lift coefficient CL 
and lift-to-drag ratio CLICD versus volume 
coefficient r = V^IS^ of the considered 
different waverider types are presented in Fig.4. Note that an increase of x for 
divergent conical waveriders is associated with the increase of the lower surface radius 
Rb in the rear cross-section and the body length, while for convergent waveriders — 
with the decrease of Rb. The data obtained show that convergent waveriders ensure 
significantly better lifting properties at given r= const ( Fig. 4, a) than divergent conical 
waveriders or simple caret wings. At the same time, divergent conical waveriders have a 
higher aerodynamic efficiency with respect to the lift-to-drag ratio ( Fig.4, b) within 
the entire range of the volume coefficient r under consideration. 

0,1  0,14    Qf8   0,Z2   0,26 T 

Fig .4 Comparison of lift coefficient (a) and 
lift-to-drag ratio (b) of different waveriders. 

MM = 6, 6=l0°,<p=45° 
Convergent waverider 

X„=l.n(I), 1.78(2), 2.04(3); 
caret wing (4); cone-derived waverider (5). 

CONCLUSION 

On the whole, the considered class of convergent waveriders derived from 
compression flows in constricting conical ducts has noticeable advantages in the lifting 
properties, as compared with waveriders designed on the basis of flows over flat wedges 
or circular cones. By varying the waverider position in the basic flow field, it is possible 
to achieve some compromise between possible high lift coefficients and appropriate lift- 
to-drag ratios reached in this case. On the other hand, uprated flow compression by the 
lower surface of these waveriders can be effectively used for improving the propulsion 
operation of an air-breathing engine in case of its integration with the considered type 
of waveriders. The latter is, however, a subject for another study lying outside the scope 
of the present paper. 
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THE MODEL OF MOMENTUM AND HEAT TURBULENT 
TRANSPORT IN THE CONVECTTVE PEL 

B.B.Ilyushin, A.F.Kurbatskii 

Institute of Theoretical and Applied Mechanics SB RAS 
630090, Novosibirsk, Russia 

INTRODUCTION 

In modeling pollutant dispersion in the convective PBL it is necessary to de- 
scribe correctly the skewness factor of turbulent vertical velocity fluctuations 
[1]. The third-order moment models [2-4] used at present can not describe in 
agreement with experimental data behavior of both the skewness factor 
Sw=<w3>/<yv?>3/2 (w is a vertical velocity fluctuation) and the vertical flux of 
the turbulent kinetic energy (TKE) <wE'> (E'=l/2(i/W+\^) and u,v are tur- 
bulent fluctuations of horizontal wind velocity components) across the whole 
width of the PBL, from the ground up to the upper boundary. Moreover, in the 
surface layer the calculated skewness factor is negative in contrast with the ob- 
served data [5]. In the new suggested model, turbulent vertical momentum 
transport emphasizes. The turbulent vertical velocity variance <w2> and the 
triple correlations <w3>, <w20>, <we'h> (e'h=l/2(i?W)) are calculated from 
the differential transport equations, whereas other triple correlations necessary 
for closure are found from algebraical expressions. In the transport equations 
for the triple correlations <w3> and <w20>, the cumulants C4w=<w4>-3<w2>2 

and C4^<MV
39>-3<y^><w20> are not equal zero as it follows from Mil- 

lionshchikov's quasinormality hypothesis, but found from the algebraical equa- 
tions. 

BASIC EQUATIONS FOR VERTICAL TURBULENT TRANSPORT 

The model of turbulent transport in the PBL homogeneous in the horizontal 
plates includes equations for the mean wind components E/and V, mean poten- 
tial temperature<9, its dispersion<02>, vertical <w*> and horizontal eh compo- 
nents of the TKE, and its dissipation s [2]. The shear components of the Rey- 
nolds stress tensor <u{Uj> , horizontal components of the TKE <i/2> and <ir> 
as well as heat flux <u{0> are calculated by the gradient transport models 
(GTM) [2] taking into account both anisotropy of turbulent transport and de- 
pendence of the turbulence time scale on the Brunt-Väisälä frequency N 
Q^=ßgd0/&). The use of the GTM for moments <w3> and <wEf> results, as it 
is shown in [2], in their qualitatively incorrect behavior in the surface layer, 
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whereas for the correlation <w62> it gives adequate results [2,5,6]. In the new 
model there are used for calculating the correlations <w0 2> and <0 3> the 
GTMs derived from the corresponding differential transport equations in the 
stationary case: 

< wQ 2 >= -— 
c7 

<93>=-A 
c10 

.  a <e2>     n2 <wQ> + < wQ* > 
d z 

d 01 
d z J 

where *=£/* is the turbulence (decay) time scale, ß is the mean coefficient of 
thermal expansion, g is the acceleration of gravity, c7 and c10 are the model con- 
stants. Eliminating <03> from set (1), the equation for <w02> can be written as 

<H62>=-*3 <w2>+J-ßgt<He>la<^> 
cio ;  dz 

+2<v»e>—-—+2< 
oz &J 

T3: 
(2) .l+aA^/toqo)' 

The time scale r3 in (2) takes account of turbulent fluctuation damping in the 
stable stratified area of the PBL [7]. The correlations <e'hw>,<w3>, and <We> 
are calculated from the transport equations: 

^J^--<^>f-<^>f-<^>Ä.<lw>5<-r> a & da a. & 

a. T3 

^T—^"3<W >-5—+3A<.^>^<^>, (3) 

where r5 is the »return-to-isotropy» time scale. The triple pressure containing 
corrections are modeled as »return-to-isotropy» terms. The equation fo^SS 
is ^tten with usmg Millionshchikov's quasinormality hypothesis to express L 

SfLTf *?"* «- —d-der onk The corSot 
<mv >,<w >,<e AW>, <im0>, and <wö> are calculated by the GTM: 

<UMT>=  
°7 <wi>§+<tM»^±,2<^>^wv> & & 

■) 
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<vw
2>=-—\<w

3
>Z—+<vw> ; h2<w*> - 1, (4) 

<e\ 

<uw< 

T\     3    dV d<v>2> „      2    d<\w>\ 
—\<w3>^-+<vw> h2<w*> — , 
c-j\ & ce ex    J 

i-r            c©               <**           n   dU          n   oV              d<u9> <?<v0>"| 
Aft >= -— < eLw > —+ < w0 > —*-+ < uw0 > — + < vw0 >—+<uw> — + <vw> —-— , 

0>= -— <uw2 > —+ < wz0> —-+ <uw> + <w0> —+ < yr > — , 
c-jl ex ex ex ez cz     J 

<vw0>= —- <vw2 > —+ <vT0> h<uw> + <w0> —+ </> — L 
cjl & cz cz cz cz    J 

In correct description of the triple correlation behavior in the stable stratified 
area of the PBL, the relaxation time scale r3 calculated taking into account the 
Kolmogorov spectra of turbulent fluctuations depends, as it is shown in [7], on 
the Brunt - Väisälä frequency as: 

x .        ITfxr2\   JO when AT2 <0 ,» r3= ,        where H(N*) = < , (5) 
l + H(N2)-v2N2 I1 wheni\r2*0 

18 

For co-ordinated triple correlations damping in the stable stratified area of the 
PBL, the condition ij=rj at N2£ 0 must be satisfied. From this condition, the 
relation CIO=54/(TKT) between the coefficients follows. The value of coefficient 
c7 used in papers of different authors changes from 5 to 12. In the present work, 
it is taken c7=6,5 as the result of numerical optimization of the model: the pro- 
files of <E'w> and <w3> calculated by the new model (Figs. 1-2) were compared 
with the observed data. The use of Millionshchikov's quasinormality hypothesis 
for closing the triple correlation transport equations does not yield physically 
correct description of the correlation behavior in the PBL as well as in modeling 
the pollutant dispersion from the point sources in homogeneous turbulence [9]. 
To develop necessary mechanism for the triple correlations damping, it was 
suggested in [9] to modify the cumulantless approximation by adding the diffu- 
sion term "to down gradient" to the common model quasinormal expression for 
the quadruple correlation. That idea was used in this work also, with the differ- 
ential transport equations for <w2> and <w4> being solved. In the transport 
equation for <w4>, the fifth-order moment is expressed through the second- and 
third-order ones by the relation <w5>=10<w><\^> following from Gram- 
Charlier series expansion of the probability density function of the turbulent 
velocity field and their following truncation on the fourth-order terms. The se- 
ries convergence for the probability density function of the turbulent velocity 
field in the boundary layer under a plane was shown in [10]. Thus, the equation 
for the cumulant C4v> in the high Reynolds number approximation and buoancy 
effect disregard can be written as 
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With the relaxation model applying to the cumulant of the pressure containing 
correlation (the terms in the braces), it is possible to derive from (6) the alge- 
braical model for the cumulant C4v> in the stationary case: 

c4w=— 
ck 

3^ d<y?->  .      2    d<y?> 3>—-—\4<vr>  6<w > 
as 

In the same way, the model for the mixed cumulant C4e is derived: 

C49 =  
3<^>£^+<^>£^+3<^e>^^+3<^>^^> 

& & & ds 

(7) 

(8) 

Equations (7) and (8) close set (3). Testing models (7) and (8) showed that 
buoancy effects do not influence noticeably on the calculated profiles of the cor- 
relations <w3> and <w20> if the correlations <w(?> and <03> are calculated 
from the differential transport equations and the correlations <w3> and <w*0> 
are found by the GTM, as it is suggested in the new triple correlation model. 
The realizability conditions derived from generalized Schwarz' inequalities for 

the triple covariance of the vertical turbulent velocity is the following [11]: 

<w4> Z <w3>2/<w2> + <w2>2. (9) 

Necessary relaxation of the correlation <w*> in [3,11] is achieved by clipping 
its value ("clipping approximation") with the use of inequality (9) in which 
<w4>=3<y^>^ ( the quasinormality hypothesis) is assumed. It is possible to 
note, that such procedure is not physically correct. Taking into account (9), 
more strong the inequality for the cumulant can be written: 

C4w;> <w3>2/<w2> (10) 

Condition (10) is used to estimate the value of the coefficient ck in (7) and (8). 
For this, there is considered decay of homogeneous turbulence satisfying the 
following relations: 

< w2 >=< w2 >0 exp(-f*) 

<w
3>=<w

3>0exp(-c/), (11) 

C4w = C4w0exp(-ct / ), 

where /* is transformed time (dt*=dt/T). Then, it follows from (10) taking into 
account (11) that ck<2c7 - 1. From the Gram-Charlier series convergence, the 
additional condition for the coefficients run out \<c7 < ch Estimate for ck is 
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written as c7 < c* £2c7 - 1. In calculations the upper value of this estimate ck = 
2c7 -1 is used. Decreasing the coefficient ck value causes decreasing maximum 
values of the correlations <w3> and <wE'>. 

RESULTS OF CALCULATION 

The calculated profiles of the vertical turbulence energy flux <E'w> and the 
triple velocity correlation <w3> {yv*-(ßgzQ<dm - is the velocity scale in the 
PBL, Qo is turbulent heat flux on the surfece, z, is the height of the inversion 
layer) across the whole width of the PBL are shown in Fig. 1-2 by solid lines. 
Calculations correspond to 4 p.m. (the developed the PBL). The dots of differ- 
ent configurations show the observed data as well as the experimental ones. 
Moreover, the vertical profile of <E\»> calculated in [3] is given by dashed line. 
It is seen, that the triple correlation profiles calculated by the new model are 
positive across the whole PBL including the surface layer. The observed data 
[5] lie in large range and the experimental data [12] correspond to the PBL 
without mean wind. Differences between the profiles of <E'w> calculated by the 
new model and the one suggested in [3], when all correlations up to the triple 
ones were found from the prognostic differential transport equations, are negli- 
gible. The profiles of the triple correlations <yv20> and <w62> across the layer 
height which were calculated by models (2) and (3) as well as the observed data 

[5] are shown in Figs. 3-4. It is possible to note 
that in the lower part of the mixed layer behav- 
ior of <v?0> calculated by the new model corre- 
spond qualitatively correctly to the observed 
data, because in the equation for <w02> in (3) 
there is the term <v?>d& /ck. To ignore this 
term in model [13] leads to qualitatively incor- 
rect behavior of<w20> in the lower part of the 
PBL (dot-and-dash line in Fig. 3). 

Thus, the new model for the triple correlations 
gives the profiles <w5> and <E\v> positive in 
the whole width of the CBL including the sur- 
face layer without using physically incorrect 
procedure of "clipping approximation" [3] for 

0-2 the triple correlation values. Computing effi- 
_      «    * ~.~     . . -     ciency of the new model is achieved by means 

Figil. The profiles of TKE vertical flux:       .     ;' .    . , - J 

solid line - calculated by the model pre- of minimized calculation of the triple correla- 
sented in this work, dashed line -calculated tions from the differential transport equations. 
bymoo^|g,u-<exr^entj^[i2], To physically ^„^ description of vertical 

[5]. 

0. 0      <E'w>/w.3 
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0.0 <*?>/».'      °-4 

Fig.2. The profile of correla- 
tion <w3>, line and symbols 
as fie. 1. 

<rf0>/(QoW.) 

Fig.3. Profile of the vertical flux of turbulent 
convective flux. Dashed line: calculated by 
model [13], solid line and symbols as fig.l. 

<w6i>wJQi 

Fig.4. The profile of correla- 
tion <w(?>, line and symbols 
as fig. 1. 

transport, it is necessary to solve three transport equations for the triple correla- 
tions <w3>, <w20>, and <e'hw>. All other triple correlations necessary to clo- 
sure are calculated by the GTM. 
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RECEPTIVITY OF THE BLASIUS BOUNDARY LAYER 
TO SURFACE VIBRATIONS. 

COMPARISON OF THEORY AND EXPERIMENT 

A.V. Ivanov1, Y.S. Kachanov1, T.G. Obolentseva1, lA. Michalkefr 
J) Institute of Theoretical and Applied Mechanics, Novosibirsk, Russia 

2) Hermann-Fottinger Institut, Berlin Technical University, Berlin, Germany 

1. INTRODUCTION 

During past years the problem of the boundary layer receptivity has been extensively 
investigated both experimentally and theoretically (see for review [1,2]). Most of these studies 
deal with the two-dimensional receptivity mechanisms rather than with the tree-dimensional 
ones (see for example [3,4]). In particular, the role of the 3D surface vibrations at the initial 
stages of the laminar-turbulent transition is not well known, especially in the case of the two- 
dimensional boundary layer. At the same time, in many practical situations the surface 
vibrations can have rather high amplitudes (as compared to the boundary-layer displacement 
thickness) and, therefore, can produce fairly intensive instability waves. In particular it was 
shown in experiments [5], conducted in the 3D boundary layer, that even microscopic surface 
vibrations (like ten microns, for example) can produce rather intensive 3D instability waves. 
However the quantitative experimental data about the Blasius boundary layer receptivity with 
respect to three-dimensional disturbances is practically absent today. First quantitative 
experimental results on this problem were obtained very recently in [6]. 

The purpose of the present work is to perform a combined experimental and theoretical 
investigation of the Blasius boundary layer receptivity with respect to three-dimensional non- 
stationary localized surface non-uniformities using the experimental data obtained in [6] and 
calculations by Professor A. Michalke, who started our joint work very actively but, 
unfortunately, was not able to complete it together with us. 

2. METHODS OF STUDY AND MEAN-FLOW CHARACTERISTICS 

The experimental part of the study was conducted at low-turbulence wind-tunnel of the 
ITAM (Novosibirsk), at a free-stream velocity U0 = 9.05 m/s with the turbulence level less 
than 0.02% (measured at frequencies higher than 1 Hz). A flat plate having a chord length of 
1.2 m, a span 1.0 m, a thickness of 10 mm, and elliptic leading edge was used. The plate was 
mounted in the test section under zero attack angle. The experiments were performed at 
controlled conditions: the wave-trains of instability waves (harmonic in time) were excited 
within the laminar boundary layer by means of a special disturbances source (surface vibrator) 
mounted flush with the wall at a distance x = 287 mm from the leading edge of the plate. 

All main measurements discussed in the present paper were conducted by means, of a hot- 
wire anemometer, with probe positioned on a constant nondimensional distance to the wall 
y/6i = 0.77. This distance is very close to a position of the main disturbance maxima in y- 
profiles (Fig. 1) and corresponds to nondimensional velocity U/U0 - 0.435. 

The region of measurement was the following: the streamwise coordinate from x = 287 to 
750 mm and the spanwise coordinate from z = -100 to +100 mm. The local Reynolds numbers 
Re = J706i/v varied in this region from approximately 730 to 1100. The measurements were 
conducted at three different frequencies of excitation/ = 55.0, 81.4, and 109.1 Hz that 
corresponded to the nondimensional frequency parameters F = 2xfvlU0

2l(fi = 64.1, 94.9, 
and 127.2 respectively (where v is the kinematic viscosity of the air). 

Some of the normal-to-wall profiles of the mean flow velocity measured at various 
streamwise and spanwise positions are shown in Fig. 2 in comparison with the Blasius profile. 
It is seen that the agreement is very good. A comparison of the experimental downstream 
dependence of the boundary-layer displacement thickness öi with corresponding dependence 
for the Blasius flow (taken into account a virtual position of the flat-plate leading edge) showed 
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also very well agreement with the Blasius law. The average experimental value of the shape 
factor H = 61/&2 (where 62 is the boundary-layer momentum thickness) was found to be also 
very close to the Blasius value. Thus, in the present experiments the structure of the mean flow 
corresponds locally to the Blasius boundary layer with very high accuracy. 

The theoretical part of the study was performed in the Hermann-Foettinger-Institute for 
Fluid Mechanics of the Technical University of Berlin for the Blasius boundary layer on a 
basis of a linear receptivity theory described in [7,8]. 

In the theory the following approach was used. For parallel basic flow the excitation by a 
source at the wall can be investigated by using a Fourier transform with respect to the 
streamwise and the spanwise coordinate, leading to the Orr-Sommerfeld equation. The 
solution satisfying the boundary condition yields to the inverse Fourier integral, which is 
evaluated for the unstable Tollmien-Schlichting waves by means of the residuum-theory. The 
calculations were carried out for the specific conditions of the present experiments and used the 
same definition of the receptivity function as in the experimental part of this work and in 
previous experiments [5] (devoted to the swept-wing boundary-layer receptivity). 

3. SURFACE VIBRATIONS 

In order to obtain in the experiment a controlled and measurable surface vibration for 
exaction of the instability waves a special disturbance source (vibrator) was used. The 
construction of the vibrator is shown in Fig 3. A thin plastic membrane with a thickness of 

A, % 

0.4 0.6 

y% - Blarim profile 
x>287mm, x-0 
x-450mm, x-0 
x-650mm, z-0 
x-4S0mm, z—100 
x-450mm, I-+100 

0.0    0.2    0.4    0.6    0.8    1.0 

Fig. 1. Typical normal-to-wall profiles 
of disturbances 

surface of die model plastic 
membrane 

lubber 
washer 

outlet of      source 
pneumatic     body 
pipe 

Fig. 2. Comparison of measured profile 
with the Blasius profile 

Fig. 3. Design of the surface vibrator 
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around 0.2 mm (diameter of 20 mm) oscillates under the influence of a pressure fluctuations 
produced by a closed loudspeaker positioned outside the wind-tunnel test section. The 
loudspeaker was connected with the source by means of a plastic pipe. Adjusting screws gave 
possibility to set up the membrane flush with the model surface. 

The shape of the membrane displacement from an equilibrium position (during oscillation) 
was investigated by means of two different methods: (a) the laser-beam technique, for 
measurements of the amplitude and shape of the membrane oscillations at various frequencies 
and amplitudes of the oscillation, and (*) the hot-wire method used for the phase 
measurements. It is found that the shape of oscillations (after normalization by a maximum 
value) is independent of frequency and amplitude of the oscillations. 

Fig<4. Amplitude (a) and phase (b) parts of spatial spectrum of surface vibrations 
and "resonant" vibrauonal spectrum 

To obtain a wavenumber spectrum of the surface vibrations, the measured shape of the 
oscillating membrane was subjected to the spatial double Fourier transform. Shown in Fig. 4 
is a qualitative picture of the 2D wavenumber spectrum of the shape of vibrations. It is seen 
that the spectrum has a central cupola and ring-like side maxima (having march smaller 
amplitudes). The phase of the spectral components remains constant within each local 
maximum and jumps by n on junctions between the maxima where the amplitude tends to zero. 

4 DISPERSION FUNCTIONS 

For determining the receptivity coefficients it is necessary to know the dispersion functions 
for the 3D instability modes, namely the dependencies of the streamwise wavenumber ar on 
the spanwise wavenumber ß for every fixed disturbance frequency. These dispersion curves 
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Fig. 5. Theoretically and experimentally determined dispersion curves for 3D instability waves. 
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have to be determined for the streamwise position of the source and are used for a selection of 
the 'resonant' modes in the 2D wavenumber spectrum of the shape of the membrane 
oscillations (Fig. 4). By the resonant modes we mean those modes of the wavenumber 
spectrum which have the same streamwise wavenumbers (for a given spanwise wavenumber 
and frequency) as the instability modes in the flow. The non-dimensional dispersion curves 
aiäls(ßöis) (where öis is the boundary layer displacement thickness at the position of the 
source) obtained in the theory and experiment are presented in Fig. 5 for all three disturbance 
frequencies studied. The figure demonstrates a very good agreement of theoretical and 
experimental results despite the experimental one are obtained by an upstream extrapolation of 
the measurement results of to the position of the source center. 

The resonant modes selected in the amplitude Cv(a$) and phase (t>v(a^) spectra of 
vibrations with the help of the dispersion curves are designated as cv(ß) and $v(ß) 
respectively and shown on the surface of the spectrum with bold dashed lines (Fig. 4). 

5. INITIAL VALUES OF INSTABILITY WAVES 

For determination of the complex receptivity functions it is also necessary to know the 
complex initial (i.e. at the source position) amplitudes of the instability waves, which can not 
be measured in an experiment directly. The initial values were obtained by means of an 
extrapolation of the complex spectral amplitudes measured downstream the vibrator. An 
example of distributions of the spectral disturbance amplitudes and phases for 7 downstream 
x-positions is shown in Fig. 6 for the disturbance frequency/ = 81.4 Hz. The results of 
extrapolation (initial amplitudes and phases) are shown in the same figure by solid circles. 

6. COMPLEX RECEPTIVITY FUNCTIONS 

For a fixed frequency of excitation the complex receptivity function 

is defined as the following ratio: 

Grc(ß) = Gr(ß)exrfiqv(ß)] 

GrC(ß)-ßinC(ß)/CvC(ß), 

where 

R,Aß) = Bin(ß)exp[i^(ß)] 

-1000 
0.4 ß        0.6 

Fig. 6. Amplitude (a) and phase (b) of spectra of instability waves and their initial values at/= 81.4 Hz. 
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is the complex initial spectrum of instability waves (see section 5), and 

CvC(j8)=Cv(j8)exp[tyv(/3)] 

is the complex spectrum of the surface vibration determined for resonant wavenumbers (see 
section 4). This definition means that 

G,(ß) = Bin(ß)/Cv(ß)    and     <pr(ß) = *.(£)-*<P). 

According to the given definition, the complex receptivity functions were found both 
theoretically and experimentally for all three frequencies investigated. The main results of the 
present study are shown in the next two figures. Fig. 7 demonstrates the theoretically obtained 
receptivity functions versus the nondimensional spanwise wavenumber. The corresponding 
experimental results are shown in Fig. 8. 

It is seen that the experimental and theoretical results are in a very good qualitative 
agreement with which other, including a behavior of the receptivity functions with both the 
frequency and the spanwise wavenumber (or wave propagation angle). The smallest 
receptivity amplitudes are observed for the 2D waves with ßöis = 0. Then the receptivity 
amplitudes grow with the spanwise wavenumber. Maximum values of the receptivity 
coefficient amplitudes are observed for ßöis > 0.25, at least, i.e. for 3D waves with 
propagation angels greater then 45 * 50°. The receptivity amplitudes grow also significantly 
with the excitation frequency for all fixed values of the spanwise wavenumber (or the wave 
propagation angle). 

Quantitative comparison of the receptivity coefficient amplitudes (Figs, la and 8a) shows 
that in averaged the theory yields somewhat higher values of the receptivity amplitudes which 
are greater than the experimental ones by a factor of ^. After multiplying the experimental 
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coefficients by this factor, or dividing the theoretical values by this factor (not shown), the 
receptivity coefficient amplitudes become very close to each other for all values of the 
spanwase wavenumber. The authors presume that the difference by J*[ appears due to a 
different normalization of one of many quantities used in a procedure of determining the 
receptivity coefficients. 

The receptivity coefficient phases (Figs, lb and 8* ) have very similar behaviour (with ß 
and/) in the experiment and theory and displace a quite good quantitative agreement with each 
other (especially for the frequency 81.4 Hz). Some distortions of the experimental phase 
curves in Fig. 8b is mainly explained by an experimental error conditioned by an uncertainty of 
the procedure of upstream approximation of the experimental data for the functions growing 
very rapidly downstream. 

Conclusions 

The developed methods of experimental and theoretical study of the Blasius boundary- 
layer receptivity to the surface vibrations are shown to provide possibility to obtain the 
receptivity functions. As the result of the present combined study, the complex receptivity 
coefficients (amplitudes and phases) for various normal modes of the frequency-wavenumber 
spectrum were determined experimentally and theoretically. As a result of the comparison of 
the receptivity functions experimentally and theoretically obtained it is found a very good 
qualitative agreement and satisfactory quantitative fit. 

Experimental part of this work was supported by Russian Foundation for Basic Research 
(RFBR), grant Jfc 94-01-00062-a. 
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BOUNDARY LAYER LONGITUDINAL LOCALIZED STRUCTURES 
CONTROL BY MEANS OF RIBLETS AND SPANWISE-WALL 

OSCILLATION 

M. M. Katasonov, V. V. Kozlov 

Institute of Theoretical and Allied Mechanics, Russian Academy of Sciences, Siberian 
Branch, 630090 Novosibirsk, Russia 

INTRODUCTION 

In last time a great attention paid to investigations of streamwise oriented structures 
(streaky structures-'pufT-structures, longitudinal localized structures) in a laminar-turbulent 
transition. One of such examples is a boundary layer flow at high free stream turbulence (FST). 
The free stream disturbances give rise to streamwise oriented streaky structures inside the 
boundary layer. These structures, which appear randomly in the spanwise direction, consists of 
regions of high and low streamwise velocity. In downstream direction their intensity increases 
and results in boundary layer turbulence. The breakdown of the streaks into turbulence seems to 
originate from the development of a high frequency secondary traveling wave instability which 
results in the formation of turbulent spots [1]. 

In present work, two means of streaky structures control are considered both the 
spanwise-wall oscillations [2] and riblets. The longitudinal structures investigated in our 
experiments are so-called "puff-structures which model the boundary layer streaky structures 
at high FST. 

EXPERIMENTAL SET-UP AND MEASUREMENT TECHNIQUE 

The experiments were performed in the low-turbulence wind tunnel MT-324 at the 
Institute of Theoretical and Applied Mechanics of the Siberian Branch of the Russian Academy 
of Sciences (Novosibirsk) at the free-stream velocity equaled to 6.6 ms"1. The amplitude of 
spanwise-wall oscillations was 15 mm, frequency varyed in limits 0-18 Hz, experimental set-up 
1, figure 1. The riblets, experimental set-up 2, figure 2, is a longitudinal micro roughness with 
triangular cross section. Scale of riblets was adjusted to produce a maximum effect on the 
longitudinal structures figure 3. It placed at the distance of 160 mm from the leading edge and 
sticks out from the flat plate surface. 
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Figure 1. Experimental set-up 1. Figure 2. Experimental set-up 2. 
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Localized longitudinal disturbances ("puff"-structures, streaky-structures) were 
introduced into the boundary layer by means of suction-injection technique through a narrow 
(0.4 mm) transverse slot at the plate surface, Bakchinov et all (1997). It is make a possible to 
save a phase information, because processes introduction and collection were synchronized. 

1.2 MM 

Figure 3. Sketch of riblets. 

The slot was connected with a dynamic loudspeaker, which produced pressure fluctuations. In 
experiments two dynamic loudspeakers had been applied, one of them generated the streaky- 
structures ("puffs") and the other produced high-frequency (200-300 Hz) fluctuations. The 
localized disturbance amplification was conducted by means of high frequency disturbance, 
which was generated simultaneously with "puff-structures from the same source [1]. Without 
the "puff-structures the high frequency disturbance is TS-wave, which decrease downstream. 

A hot-wire anemometer of constant temperature was used for measurements of the 
longitudinal components of the mean velocity ( u) and the fluctuations of the flow velocity (u'). 
The data had been collected at the maximum level of disturbances in normal direction (Y) at a 
distance of 321 mm from leading edge. A local boundary layer thickness (6) was 4 mm. The 
probe calibration, data acquisition and data reduction were conducted by means of a 
MacADIOS-ADIO analog-to-digital converter (GW instruments) connected to a personal 
computer Macintosh LCII. The data were presented in contour diagrams of constant velocity 
fluctuations in Z/Ö -1 plane (Z/Ö -transversal coordinate, normalized with local boundary layer 
thickness, t - time, measured in milliseconds). Also a Fourier-transform on transversal wave 
numbers ß has been made. 

EXPERIMENTAL RESULTS 

L Spanwise-wall oscillations effects on longitudinal structures 

From the previous investigations should be mentioned a turbulent boundary layer control 
by means of spanwise-wall oscillations by K.-S.Choi et all (1996). In its experiments the skin- 
friction reduction up to 40% is observed. The experiments showed that skin-friction reduction 
due to a loss of longitudinal structures intensity. 

The purpose of the present experiments is to investigate the spanwise-wall oscillations 
effects on streaky structures which is appearing in boundary layer at high FST. The 
experimental data indicate that the spanwise-wall oscillations decrease the streaky structure 
intensity, figure 4. By various of oscillations parameters (frequency and/or amplitude) showed 
that the spanwise-wall oscillation effects on longitudinal disturbances was larger if the 
amplitude of spanwise-wall oscillations was compared with transverse scale of disturbance 
(«15 mm). It is hypothesized that the spanwise motion influenced the gradient dU/dZ and 
thereby the secondary instability which result in breakdown of "puff-structure. Figure 5 
demonstrated influence spanwise-wall oscillations on several streaky-structures, introduced 
from three transverse slots. One can see, with decreasing of intensity, several streaks coalesce 
mto a single streak, thereby increasing the streak spacing (reducing dU/dZ) with wall 
osculations. The optimum frequency of spanwise oscillations is 12-18 Hz, when a maximum 
decrease of intensity "puff-structures was reached at present conditions. 
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a) b) 
Figure 4 Contour diagrams of constant velocity fluctuations of "puff-structure with secondary instability 
(incipient spot) in (Z-t) plane at X=320 mm from leading edge, introduced from single transverse slot; 
a) without spanwise wall oscillations, intensity of disturbance A=23% from Uo; b) 18 Hz spanwise wall 
oscillations, intensity of disturbance A=7% from Uo. 
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a) b) 
Figure 5. Contour diagrams of constant velocity fluctuations of "puff-structures with secondary instability 
(incipient spots) in (Z-t) plane at X=320 mm from leading edge, introduced from three transverse slot; 
a) without spanwise-wall oscillations, intensity of disturbance A=30%Uo; b) 18 Hz spanwise-wall 
oscillations, intensity of disturbance A=8%Uo. 

2. Control by means of riblets 

There are many studies connected with riblets have been carried both for a laminar and a 
turbulent boundary layer. Some of earliest results for the turbulent boundary layer were 
obtained by Walsh (1979,1983) and Walsh & Linderman (1984). They had 7-8% drag 
reduction. In other case the studies of the influence of riblets on laminar-turbulent transition 
have been presented by G.R.Grek et all (1996). They experimentally studied the effects of 
riblets on three-dimensional nonlinear structures, so-called A-vortices, on the laminar-turbulent 
transition. It is shown, that riblets delay the transformation of the A-vortices into turbulent spots 
and shift the point of transition downstream. 

In our experiments the riblets effects on "pufF-structures (streaky structures) were 
investigated. Both the moderates intensity disturbances ("puffs'1) and high-intensity "pufF- 
structures (up to its transformation into incipient spots) had been considered. The result of 
effect of riblets on the moderate intensity "pufF-structure is a total intensity decrease of 
disturbance by 60%, see figure 6. From the Fourier-transform on transversal wave number ß, 
the three different disturbances with the scale of periodically along spanwise direction were 
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Figure 6. Contour diagrams of constant velocity fluctuations of moderate amplitude "puff- 
U0=6.6 m/s, Xprobe=321 mm; a) "puff-structure, intensity of disturbance A=8% from U0; 
structure with riblets, A=5%. 

structures, 
b) "puff - 

detected, ß/ö=0.5- longitudinal localized disturbances, ß/6=0.2- corresponds an oblique 
Tollmien-Schlichting (TS) waves, ß/ö=0-two-dimensional TS waves. Figure 7(a) shows the 
largest riblets effect both for ß/ö=0.5 (disturbance intensity decrease in three times), and ß/ö=0 
(intensity increases more than in three times). The riblets effect on the oblique TS-waves 
(ß/ö=0.2) was not observed. At spanwise wave number versus frequency amplitude spectra, 
one can see two peaks at frequencies of 92 and 125 Hz, see figure 8(b). As showed by 
G.R.Grek at all (1996) the riblets can give rise of two-dimensional TS-waves. However, in 
the flow with FST the primary role in laminar-turbulent transition lead by longitudinal localized 
structures. One can see from present experiments its intensity is decreased with riblets. 
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Figure 7. Levels of ß- harmonics (transversal wave numbers); a) lmoderate amplitude "puff"-structure; 
b) high-amplitude "puff-structure. 
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Figure 8. Two-dimensional (spanwise wave number versus frequency) amplitude spectra for moderate 
amplitude "puff-structure; a) without riblets; b) with riblets. 
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Figure 9 shows the effect of riblets on high-intensity "puff-structures. In that case, as 
with moderate intensity "puff-structure, a total intensity decrease of longitudinal structure by 
60% is detected.' 
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Figure 9. Contour diagrams of constant velocity fluctuations of high-amplitude "puff-structures U,)=6.6 m/s, 
X-ohe^l mm; a) "puff-structure, intensity of disturbance A=26% from U0; b) "puff-structure with riblets, 

A=16%. 

Fourier-transform on transversal wave number ß shows the intensity of disturbance with 
ß/ö=0.5 decrease more than in two times. As before, the oblique TS-waves (ß/ö=0.2) are not 
has affected by riblets, see figure 7(b). In contrary with the previous case the two-dimensional 
wave amplitude (ß/6=0) remains constant, however, one can see a small peak at the frequency 
of 120 Hz on spanwise wave number versus frequency amplitude spectra, see figure 10(b). 

f.Hz      IIUp^llMIB^^o       px6 f,Hz 
270    -1.75 

a) 
Figure 10. Two-dimensional (spanwise wave number versus frequency) amplitude spectra for high- 
amplitude "puff-structure; a) without riblets; b) with riblets. 

CONCLUSIONS 

The observations from the present measurements can be summarized as follows: 
(i) The spanwise-wall oscillations decrease the streaky structure intensity, 
(ii) The experimental data indicate that the riblets reduce intensity both of moderate level 

"puff-structures and high-intensity "puff-structures. 

These experiments were made possible by the financial support of the Russian 
Foundation for Fundamental Researches under Grants 96-01-01892 and 96-15-96310. 
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TWO-DIMENSIONAL ASYMMETRICAL TURBULENT 
WAKE/AIRFOIL-BOUNDARY LAYER INTERACTION 

V. I. Kornilov 

Institute of Theoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

1. Introduction 

The problem of interaction between a turbulent wake produced by a flow around a body 
and a boundary layer formed on a surface immediately downstream (especially, curved 
surface) is one of the most important and at the same time poorly studied problems of viscous 
fluid dynamics. In a special case, this problem is a part of a more complicated problem that 
under certain conditions the turbulent wake can produce a number of adverse phenomena on a 
downstream surface, up to the buffet-like phenomenon [1]. From the practical point of view, 
such a wake can lead to a loss of lifting properties of the said surface, considerable spanwise 
loads, and thus present a significant danger for flying vehicles which are in the wake influence 
region. 

The modeling of interacting flows which develop under the conditions of an increased 
turbulence of the wake and its significant asymmetry involves certain difficulties caused by 
several reasons. The main reason is that the process under study is strongly nonlinear which is 
primarily caused by a nonequilibrium (according to Clauser) character of initial flow produced 
by the upstream surface. Initially, such a flow is usually formed under the conditions of a 
streamwise pressure gradient existence which, as is shown by experiments of [2, 3], decreases 
intensely along the wake itself. This flow relaxes gradually to a state of full hydrodynamic 
equilibrium which, depending on specific conditions, is achieved at a distance from several 
tens to several hundreds and even thousands of reference lengths of the body. Because of these 
reasons, the character of interaction of the system "nonequilibrium wake/boundary layer" 
becomes much more complicated. 

Another aspect of the problem has a direct relationship to the development of effective 
numerical methods and generation of a suitable physical model of the flow. This is a necessity 
of improving the calculation procedures for the flow around a curved surface with regard for 
the turbulent wake effect. Despite a long-time history, this problem has no proper theoretical 
justification. Though the Navier-Stokes equations that describe such a flow are known in 
principle, their solution faces certain difficulties, even taking into account the latest 
achievements in the field of computational aerohydrodynamics. In this case, an explicit 
approximation of all terms of the transport equations for the Reynolds stresses is needed to 
solve the closure problem. This, in turn, complicates significantly the turbulence model itself 
which is based to a large extent on experimental data. Thus, the development and 
improvement of the flow modeling process and the development of effective methods for 
calculating this class of flows require accurate information on the structure, transport 
mechanisms, and regularities of flow evolution in a wide range of varied conditions. 

The studies carried out during the last two decades [4-8] allowed one to understand and 
verify some details of such flows for certain values of determining parameters. A strong 
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influence of the turbulence level in the wake on the process of its interaction with the 
boundary layer of a flat surface was found in [9, 10]. It was shown that from the 
computational viewpoint, the most severe problems arise at the initial section of interaction, 
where the flow regions with negative turbulent viscosity are formed. 

Unlike the above cited papers, the initial flows (wake and boundary layer) in the present 
study are formed in the flow around fully identical, comparatively thin symmetric airfoils 
located in tandem, which can change their positions both in the streamwise and crosswise 
directions. Thus, it is possible to study the structure and properties of an interacting flow in 
the framework of a simple model approach, when the relative positions of the wake and 
boundary layer are changed. This is of vitual importance because these changes lead to a 
significant amplification or attenuation of the interaction intensity up to a complete vanishing 
of the interaction process itself. However, in actual practice this process can be complicated 
by vortices shed from the wing tip. In the approach used here, this influence is deliberately 
eliminated so that not to complicate the problem by additional effects. 

2. Experimental conditions and procedure 

The wind tunnel used for these experiments was the closed-return low-turbulence wind 
tunnel T-324 of the ITAM RAS. The tunnel is driven by an axial fan and powered by a 
0.6 MW d.c. motor. The settling chamber contains ten screens and a special filter mounted 
onto the first screen. The contraction reduces the octahedral cross-section of the settling 
chamber to a square cross-section of the test section with the fillets in the corners and has a 
contraction ratio 17:1. The test section has a cross-section of lxl m2 and a length of 4 m. The 
streamwise velocity fluctuations are less than 0.06% at a velocity «„ of 25 m/s for the 
present experiments. 

The model under study consists of two identical 
unswept rectangular airfoils (upstream and 
downstream) located in tandem in the test section 
(Fig. 1). The construction allows one to change 
smoothly the wing positions in the streamwise (x) and 
crosswise (y) directions, and change the angle of attack 
a within a =±40°. Each of the wings had a 
Joukowskii-type symmetrical airfoil section with a 
chord c =257 mm, whole span 970 mm, and relative 
thickness t=t/c =0.07. The static pressure orifices 
0.35 mm in diameter were located at the both sides of 
the wing along its central chord. To reduce the tip 
vortex intensity and increase the effective aspect ratio 
of the wing AReS, the model is equipped with 
aerodynamic end plates made as ellipses whose major 
axis is 1.5 of the wing chord. The distance / between 
the end plates in the wing span direction is 771 mm, 
which corresponds to the actual wing aspect ratio 
ARet[=3.S3. 

Leading 
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Fig. 1. Schematic of the model. Not to 
scale. All dimensions in mm 
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3i" The freestream velocity upstream of 
the model was kept constant at 
w«, =25 m/s, which yielded a Reynolds 
number based on airfoil chord 
Rec=4.28x105 (Äe^l.eöxlO'm-1). 

The mean velocity and the 
streamwise component of velocity 
fluctuations in an examined point of the 
flow field were measured using a DISA 
55M hot wire constant temperature 
anemometer. The scheme of 
measurements included a 55M01 hot- 

Fig. 2. The shape of self-similar streamwise mean velocity wire Bridge with a 55D10 Linearizer 
profile in the wing wake at a =7.5°. Values of chordwise connected to its output. The constant 
location, x/c: 1.196 (A), 1.391 (*), 1.586 (o), 1.780 (■), component 0f me linearized signal 
1.897 (V) 2.014 (- ), 2.130/0) 2.247 (*), 2.364 (x), 2.480 P' ^ mean flow vdoci 
(*), 2.543 (♦); —exponential function according to [11]:     -     ^ .. «n-,  ~. .,, 
,-    -..,-    -   v      r is aim i   \* n ft<«/„A. vh        w was measured by a 55D31 Digital (Ue-u)/(,Ue-umm)=exp[-0.637(y/y0.s)-0.056 (y/y0.s)]. _ . „ . 

DC Voltmeter. The variable component 
of the signal corresponding to the root-mean-square value of the streamwise velocity 

component VtF was filtered by a 55D25 Auxiliary Unit and measured by a 55D35 RMS 
Voltmeter. As a primary-measuring-transducer, we used a miniature hot-wire probe with a 
single sensor made of tungsten wire with diameter of 5 jum and active length 1.2 mm. 

The main measurements were performed in 14 stations along the wake in the range from 
x/c =1.004 (near the leading wing trailing edge) to x/c =2.54 (far wake) and in 8 cross-sections 
in the boundary layer of the trailing (downstream) wing within x/c= (0.195 •*- 0.962). 

The random measurement error for variables Cp, Tx, qx, u, M„ , VK'
2
 normalized to their 

maximum values observed in experiments is equal +0.3%, ±1%, ±0.25%, +0.5%, ±0.5%, 
±2%, respectively. 
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y to.) 
Fig. 3. The normalized streamwise turbulent normal stresses 
distribution across the wake at a =7.5°. Values of chordwise 
location, x/c: 1.391 (-), 1.586 (o), 1.780'(■), 1-897 (V), 
2.014 ("•), 2.130 (0), 2.247 (*), 2.364 (x), 2.480 (»), 2.543 
(♦)• 

3. Results and discussion 

Of certain interest is the analysis of 
regularities of the mean velocity 
evolution across the isolated wake. For 
this purpose, let us use self-similar 
coordinates that are often used to 
describe the normalized velocity defect 
(üe-ü)/(üe-ümin) in the wake 
produced by a transverse positioned 
cylinder. The results of this approach 
are illustrated in Fig. 2. It is seen that 
the profiles measured in a clearly 
asymmetric wake have a self-similar 
character (except for the near wake 
region) and are readily approximated by 
the exponential function 
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(Me-«)/(we-«mfa) = exp[-0.637(>'/^)2 -0.056(^/>;0J)
4] 

suggested by Wygnanski et al. [11] (dashed line) for a wake flow behind a circular cylinder. 
Wygnanski et al. [11] showed also that through the distribution of turbulent velocity 

fluctuations in the wake behind this or that symmetric generator is close to a self-similar one, 
it depends on generator geometry. In this connection, it is of interest to consider analogous 
distributions in self-similar coordinates for a considerably asymmetric wake behind an airfoil 

(Fig. 3). Here, Vw*2 max is the maximum value of the streamwise component of velocity 

fluctuations in the profile. It is seen that though the scatter of the values of •V/JF/V^«« is 
rather large (see the region -0.8<^o.s50.1) and it has a systematic rather than random 
character, one can argue that the profiles presented have a form close to a self-similar one 
Thus, apart from some specific features, an asymmetric turbulent wake behind an airfoil has a 

certain  similarity  with  the  known 
types of the flow. 

As characteristics of the isolated 
airfoil boundary layer is concern, the 
data presented have nothing 
unexpected and correlate with the 
known concepts of the flow around a 
wing at incidence. 

The flow characteristics under the 
conditions of interaction of a turbulent 
wake with a boundary layer were 
measured in the same cross-sections as 
for isolated flow around the wing. The 
following measurement procedure was 
used.   The   downstream   wing   was 
mounted at a certain distance ya across 
the  wake,  after that  all  necessary 
measurements were performed in 8 
cross-sections along the wing. (Here>»fl 
is the distance from the wake axis to 
the wing chord in an examined cross- 
section x/c). Naturally, depending on 
the ya coordinate, the wing was in 
different flow regions with mean and 
fluctuating      charateristics      either 
strongly changing in the streamwise 
direction, or weakly changing, or even 
not changing at all. 

As an example, Figs 4 and 5 show 
the ^distributions of the mean velocity 
u/upw and the streamwise component 

-SO 
0.3    0.4    0.5    0.6   0.7   0.8   0.9   1.0 

u/u <pw 

Fig. 4. Streamwise mean velocity profiles at xlc= 0.962 and 
various position of the wing across the wake (symbols) as 
compared with corresponding boundary-layer profiles for 
isolated wing (dotted lines) and wake (solid line). ya denotes 
chordwise wing position; >>„ denotes surface wing coordinate at  of velocity fluctuations  Vi/2 lu     in 
a given x station. The dash-dotted line shows the wing trailing   the cross serfinn v/~= n^f     " • A 
edge position. The shaded region indicates the «generic« cross-section x/c= 0.962 for varied 
profile. ya- 
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The following typical features of the flow 
under study should be noted. 

(i)If the wing is located at the wake 
periphery (y =26.2 mm, 6.2 mm, -43.8 mm), a 
certain increase in mean velocity is observed 
simultaneously with a decrease in the level of 
turbulent fluctuations, as compared with the 
case of an isolated flow. It means that when 
the wing is located near the upper or lower 
wake boundary, flow regions with favorable 
interference      prevail      (the      difference 

[(■J^/upw) -(Vw12 /*v.)is] is negative). It 
seems that this fact is caused by the 
interaction of turbulent scales of initial flows, 
i.e., the wake and the boundary layer. 

(ii) For any value of ya, the profile of the 
mean velocity and, hence, the streamwise 
component of velocity fluctuations in the 
outer region of the interacting flow follows 
the isolated wake profile. Within a certain 
uncertainty band (dashed band), it is possible 
to identify in this region a typical profile 
which is unifying for all values of ya. We 
conventionally called this profile a "generic" 
one. This "generic" profile is shifted with 
respect to the isolated wake profile towards 
the positive values of v at a distance Ay. The 

value of Ay remains practically constant for all cross-sections x/c and equal to 6.5 ±0.3 mm. 
(iii) The distribution of the analyzed quantities in the intermediate flow region has a more 

complicated character. When approaching the wake axis, the profiles of both the mean 
velocity and turbulent fluctuations more and more deviate from the corresponding 
distributions typical of an isolated boundary layer and acquire gradually the features of an 
isolated wake profile. It is worth noting that the lever of turbulent fluctuations in the "generic" 
profile somewhat decreases in comparison with the corresponding values in an isolated wake. 

These features are observed for all values of the x/c coordinate. When approaching the 

leading edge of the wing, the difference in the level of turbulent fluctuations of %/t/2 lu^ in 
the "generic" profile and isolated wake increases noticeably. 

The above features laid the basis for generalizing the data on the mean velocity distribution 
in the outer flow region in self-similar coordinates. The results obtained are presented in 
Fig. 6. The results of measurement in 8 cross-sections along the wing for its 7 positions ya 

across the wake are shown here. 
It is seen that though the scatter of experimental data is rather large, all the data are 

generalized by a single dependence (dashed line) used to describe the normalized profile of 
velocity defect in the wake behind a transverse positioned cylinder [11]. This means that the 
outer region of the interacting flow under study can be approximately described in the 
framework of the known model. 

0.05 

Fig. 5. Streamwise RMS velocity fluctuation profiles at 
xlc= 0.962 and various position of the wing across the 
wake (symbols) as compared with corresponding 
boundary-layer profiles for isolated wing (dotted lines) 
and wake (solid line). Other designations are the same 
as in Fig. 4. 

109 



Ug-U 

«e- min 

«§         (M) 
% 

/ I 
/       " 

0%«7 

_rfj i - o<Bt, 

rf r 
0 

4. Conclusions 

An experimental study of the 
interaction of an asymmetric two- 
dimensional wake produced by a 
symmetric airfoil at incidence with 
a boundary layer formed on a 
similar airfoil immediately 
downstream was carried out under 
the conditions of incompressible 
flow. 

Some increase of the mean 
velocity was observed 
simultaneosly with suppression of 
turbulent velocity fluctuations in 

Fig. 6. The shape of self-similar mean velocity profile in the the interacting flow, as compared 
external part of interacting shear flow. Values of chordwise ,^tt, „„ :cni„t_j an„, „,t,„„ +v,„ 
location, ,/c: 0.311(D), 0.428 (*), 0.545 0,0.661(7), 0.778 (+), T*8? Solfd fl™> when the 
0.895 (A), 0.962 (o). mtoil is located m the peripheral 

part of the wake. A similar effect 
was also registered in the outer region of the interacting flow when the airfoil is located in the 
central part of the wake. Moreover the reduction in the level of the turbulent velocity 
fluctuations, in comparison with the corresponding values in an isolated wake, progresses 
when approaching the leading edge of the wing. The reasons for these features are to be 
additionally studied. It is shown that nearly for all examined values of x/c and ya, the 
normalized profiles of velocity defect in the outer region of the interacting flow can be 
roughly described by simple correlations traditionally used for a wake flow behind a 
transverse positioned circular cylinder. 
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THE EFFECT OF A LOCAL ENERGY SOURCE ON THE AERODYNAMIC 
CHARACTERISTICS OF POINTED BODIES AT SUPERSONIC FLOW 

T.A.Korotaeva, V.M.Fomin and A.P.Shashkin 
Institute ofTheoretical and Applied Mechanics SB RAS, 

630090, Novosibirsk,Russia 

Much interest is paid now to the study of a supersonic nonuniform flow around various 
bodies. The nonuniformity of the distribution of flow parameters can be caused by various 
reasons, including the presence of a local energy source. It is shown in the literature [1-7 and 
others] that an energy impact on the free stream can alter the flow regimes and affect the aero- 
dynamic characteristics of bodies located in the wake behind the energy supply region. Two 
approaches are used for numerical simulation of this phenomenon: 
1) the volume-distributed energy sources are specified, the source power being considered as a 
known function of coordinates and time, in particular [1-3], the energy can be supplied in ac- 
cordance with the Gaussian distribution; 
2) the flow nonuniformity is specified as a local area with lowered density, which is equiva- 
lent to temperature increase at constant pressure [4-6]. 

In the both cases, the research was performed under the assumption of an ideal noncon- 
ducting gas for axisymmetric and plane flows. A complex three-dimensional flow structure 
was not studied in these papers. This blank is partly filled in the present paper. The flow 
around an ogival body is studied for the same method of energy supply as in [1-3]. Contrary to 
the cited papers, the source position is changed not only along the body centerline but also 
normal to it. In this case, the flow has an essentially three-dimensional character, and the local 
source affects not only the drag, but also the lift and moment characteristics. 
1. Let us consider a supersonic inviscid nonconducting flow around an ogival body located in 
the wake behind the energy supply region. 

The power of the energy source Q (amount of heat supplied to a unit mass of the gas per 
unit time) is assumed to be a known function of coordinates and time [1-3]: 

(   V* ,      ( 
Q=io 

Ao 

U W R 
1 

exp 
Ar 

(1) 

where Q = dQ/dt; Rs is the effective radius of the heat spot; Ar is the distance from the cur- 
rent point to the energy source; p„,px are the free-stream pressure and density; q0 is the pa- 
rameter describing the energy supply intensity. The equations of gas motion, ignoring heat 
conduction, viscosity, and mass forces, are written as 

p+pdivF=0 

V +—grad/? = 0 
P 

/.-— Pß 
Here fs is the entropy function which takes the following form, taking into account the equa- 
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tion of state for an ideal gas: /, = Infp/p"); K is the ratio of specific heats; the dot denotes 
thetotal derivative with respect to time. The first of these equations is the mass conservation 
law, the second one is the momentum conservation law, and the third equation is the conser- 
vation law for entropy balance. 

A uniform free stream at infinity and no-slip condition on the body surface are used as 
the boundary conditions, the free-stream parameters are used as the initial conditions. The 
values of the flow parameters are normalized: density to Poo, velocity to |FJ, pressure to 
pxV*, entropy function to fm, and energy to V%. 

The numerical study was performed using the method of finite volumes without captur- 
ing the bow shock. The marching method was used for flow calculations (the flow is super- 
sonic everywhere). The computational algorithm was described in [7]. The algorithm was 
verified by wind-tunnel experimental data without regard for the energy source 
2 A numerical analysis was performed for a supersonic flow around an ogival body located in 
the wake behind a local energy source. A uniform (at infinity) flow with the Mach number 
equal to 3 hits the body at zero incidence. The ogive aspect ratio is X = l/2RM =25.(1 is the 
body length, RM is the mid-section radius). The source power, following [1-3], is supposed 
constant in time and depending only on the coordinates (1), q0 = 20, since it is shown in [1] 
that an effect of stabilization with heat supply" is observed, i.e., for q0 > 20 the efficiency of 
increasing energy supply is small from the viewpoint of its effect on aerodynamic characteris- 

The calculations were performed for various distances between the source and the bodv 
tip, and various heights from the symmetry axis, the axial distance from the body tip being 
equal to ls=4Rs, where Rs = l/q0 is the effective radius of the source. 

The most typical calculated results of distributions of the fields of the entropy function 
/, = ln(/j/pK)) the pressure in the symmetry plane and in one of cross-sections (X=const) far 
from the body tip for various heights of the source are presented in Figs. 1-2. 

Fig.1. Entropy core behavior with the source deflected fiom the axis for h/R =3 

The calculations showed that the presence of a source affects considerably the character of the 

STflSTl?61   ^ t Tuf°Td ** E l0Cal Cnergy S0Urce Phoned in the flow change fe flow field in die^wake behind it and forms a divergent axisymmetric flow. Near the axis of 
the region disturbed by me source, the inclination angle of the velocity vector to thTLe 
2?" H

Cl°Se t0 Zer°-^ me ^ shock w°ve formed by the source, thistle is rather C 
and then decreases with increasing distance from the source in accordance with a decrease S 
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intensity and wave inclination angle. A high-entropy region is formed near the energy source. 
This region extends behind the source and has the form of almost cylindrical high-entropy 
core (Fig. 1). The position of this core with respect to the body changes depending on the dis- 
tance between the source and the body axis. Thus, when the source is located at the body axis, 
die core flows uniformly around the surface. When the source is shifted from the body axis, 
Ulis core transforms and becomes thicker at the upper part of the body. At large distances from 
the axis, the core hangs above the body and forms a high-entropy region in the upper part of 
the flow around the body (see Fig. 1). The entropy value is almost constant along the stream- 
lines. The typical feature of the wake flow immediately behind the source is that the local 
Mach number dramatically decreases near the source and rapidly grows when moving away 
from it. A normal compression wave is formed ahead of the source, which rapidly decays at 
the periphery, like behind a blunted body. The pressure attains the highest value in the source 
core. As the distance from the source increases, the pressure and density decrease to values 
considerably lower than in the free stream. 

Thus, an ogival body located in the flow at the same symmetry line with the source is 
exposed to a rarefied high-entropy gas with a lower local angle of attack of the forebody. This 
results in a decrease of the total drag coefficient. It is possible to find a distance between the 
source and the body, such that the averaged local angle of attack has the least value. In case 
the source located at the symmetry axis is at the distance ls = Rs from the body tip, the drag 
increases. The bow shock waves from the source and the body merge near the tip to form a 
single wave of large strength and create a flow with elevated pressure between the body and 
the shock wave. The body tip is affected by the high pressure immediately from the source. 
The flow pattern is considerably changed by changing the source position with respect to the 
body axis (Fig. 3). 

Fig.2. Equal pressure field with the source deflected from the axis for */Jls=3 

On one hand, a redistribution of the local angles of attack occurs with increasing the 
distance between the source and the body axis, and, hence, the drag, lift, and pitching moment 
with respect to the body tip change. Both an increase of drag, lift, and moment, and a certain 
decrease of drag coefficient and reduction of lift and pitching moment down to negative val- 
ues are possible. On the other hand, as is seen from Fig. 1, as the source height increases, the 
high-entropy core flow becomes nonuniform, which leads to protruding of the bow shock 
from the body and lower pressure at the ogive surface. The pressure difference between the 
lower and upper surfaces changes the direction of the lift force and pitching moment to the 
opposite one. As the height of the energy source above the symmetry axis increases, either the 
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first type of action, or the second one prevails. 
In case the distance between the source and the axis from die lower body surface is 

small, the shock waves from the source and the body merge to form an elevated pressure re- 
gion under the body and a rarefaction region above it, which results in increasing me lift force 
of the body. With further changes in the source position with respect to the body axis, a 
weakly compressed but rather extended region is formed on the upper part of the body. On the 
lower part, behind the forebody, the pressure drops down and the lift force increases. A fur- 
ther increase of the distance between the source and the body axis leads to a flow, in which 
the compression wave from the source is incident into the forebody and then, turning around 
it, can generate a considerable compression below (see Fig. 2), thus increasing the lift force 
and pitching moment. 

Figure 3 shows the influence of a local energy source on the total aerodynamic charac- 
teristics and its possible effect on the flight trajectory. 

z,™ 
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1 / 
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-I '—1 '     T     T 
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c 
Fig3. Energy source influence on aerodynamic (a,b) and ballistic (c ) characteristics of the body: b: 1 - (yC*)- 2 

- C/C; 3 - nydO; c: -1 - K=0.3; 2 - JST=-0.3. 

The total values of the wave drag of the ogive versus the distance between the source 
and the body in an axisymmetric flow are shown in Fig. 3,a. Here Cx is me wave drag coeffi- 
cient of the body in the presence of the source, Cx0 is the same without the source, the dis- 
tance is given in effective radii of the source (ls = Rs). It is seen that for /, = Rs the body drag 
is lower than without the source, but appreciably higher than for /, = 4R3. As /, increases up 
to values of about /, ~ 14RS, the ratio  Cx/Cx0 of the body increases, approaching unity. 

Figure 3,b shows the values of Cx/Cx0, lift-to-drag ratio K = Cy/Cx, and pitching mo- 
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ments with respect to the body tip as fimctions of the source height relative to the symmetry 
axis of the body normalized to the mid-section radius (h/RM ) for ls - 4RS. It is seen mat this 
dependence is nonmonotonic because of changes in the flow regime and can yield some scat- 
ter in the lift-to-drag ratio (K « ±03). The source effect on the flight trajectory can be evalu- 
ated from Fig. 3,c borrowed from [8]. For a body with the ballistic coefficient 
a = m/CxS = 48.81)g/m2 , the atmosphere reentry velocity V = VE and the reentry angle 

y£ = 15°, the influence of the lift-to-drag ratio on the trajectory angle is shown as a function 
of the flight altitude Z. The dots on the curves mark the altitude where the flight becomes 
gliding, i.e., the lift force equals the gravitational force. It is seen from the graphs that a scatter 
of the lift-to-drag ratio within K* ±03 can lead to considerable changes in the flight trajec- 
tory of a flying vehicle. 

Further computations were performed for elliptic cones with half-axes ratio 
a lb = 025,0.125. A wing at zero incidence was studied in a supersonic flow with the Mach 
number M-6. The energy supply distance is located above the upper surface, at a distance 
Yz = 2Rz. Several sequential positions of the source were considered as it was moved along 
the longitudinal axis: 7/1 = 0,0.25,0.5,0.75. 

Flg.4 An example of streamlines distribution in the symmetry plane (/ / L = 05, a/b=0.\2S). 

It is seen from Fig. 4 that the streamlines become more dense, which corresponds to a pressure 
increase in the region of energy source. Another high-pressure region is observed on the body 
surface and in its vicinity. The pressure decreases inside this region when moving away from 
the source. One can also notice a single shock wave front (common for the body and energy 
source) above the upper surface of the configuration and a high-pressure region on the lower 
body surface directly under the source, which is a consequence of the overflow of compressed 
gas from the upper surface to Hie lower one. A picture typical of an undisturbed flow around 
such a configuration is observed in the flow field in the cross-section ahead of the energy sup- 
ply region. One can see here the formation of the bow shock wave, the pressure increase, and 
the classical behavior of velocity vectors near the wing edge. In the cross-section passing 
through the energy source core, the typical pattern of the flow around an airfoil is comple- 
mented by a region of elevated pressure and "smearing" of velocity vectors in the "heat spot". 
The interaction of shock waves from the body and from the source is weak because of low 
strength of the bow shock from a slender body. In the cross-section far from the energy supply 
region, one can see the interaction between the body and the shock wave from the local energy 
source, as well as a rarefaction zone in the wake behind it. 

For an elliptic cone with half-axes ratio a I b = 025 the bow shock strength is higher and 
its interaction with the high-pressure region in the source core is more pronounced. There is a 
rarefaction zone behind the energy supply region, and a strong compression region arises near 
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the wing surface, like in the previous case. A region with alternating compression waves in 
the wake periphery, expansion in the central part of the wake, compression in the shock wave 
reflected on the body surface, and expansion in the flow behind it is formed. 

The effect of the energy source position on the total aerodynamic characteristics of the 
bodies under consideration are shown in Fig. 5. It is seen that the lift-to-drag ratio decreases 
(AK * -10) when moving the source from the trailing edge towards the body tip. The energy 
source effect decreases near the wing tip due to the overflow of compressed gas to the lower 
surface because the effective radius of the energy source is larger than the wing width. For a 
micker body, the influence of the energy source on the lift-to-drag ratio is considerably 
smaller. 

0.40 0.80 l/L 

Fij>5 Effect of the energy source position on the total aerodynamic characteristics 

It can be concluded from the presented results that a local energy source placed upstream 
of a supersonic vehicle can have a considerable effect on its total aerodynamic characteristics 
and flight trajectory. This yields a possibility of controlling both the vehicle velocity and 
flight direction by introducing a local energy source into the flow. 

It is found that when studying the influence of the source of flow disturbances on the lift 
force and moment characteristics one cannot ignore the factors of transverse overflow of 
compression and rarefaction waves. The influence of this factor is particularly noticeable at 
moderate Mach numbers. 
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A MARCHING PROCEDURE OF NUMERICAL SOLUTION OF 
TWO-DIMENSIONAL AND THREE-DIMENSIONAL STEADY 
EULER EQUATIONS USING SHOCK-CAPTURING SCHEMES 

A.N.Kudryavtsev and R.D.Rakhimov 
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Novosibirsk 630090, Russia 

INTRODUCTION 
Rapid development of computational equipment and numerical simulation methods 

has made quite possible the computation of the inviscid flow field around complex-shaped 
three-dimensional bodies. Nevertheless, such computations, especially those with high 
resolution, impose rather severe requirements to computer memory and need considerable 
time. The latter becomes particularly important in those cases when it is necessary to 
calculate a great number of variants, as, for instance, in solving optimization problems. If 
the flow is fully supersonic, great computational resources can be saved by using marching 
algorithms for the steady Euler equations [1,2]. The approach used in the present paper 
for constructing those is based on the high-order TVD schemes, which were primarily 
suggested for solving unsteady problems. Examples of calculations are presented, which 
were performed for a number of two-dimensional (plane and axisymmetric) and three- 
dimensional flows, including complex configurations of shock waves. 

DESCRIPTION OF THE METHOD 
Let us describe the proposed numerical method for the case of 2D steady fully 

supersonic flow of perfect gas. The Euler equations that govern such a flow have the 
form 

ÖE + ÖF = S)    E = 

dx     dy 

/     pu     \ 
pu2 + p 

puv 
V   puH   ) 

F = 

pv 
puv 

pv2 + p 
\   pvH   ) 

y 

(  pv  \ 
puv 
pv2 

\pvH ) 

(1) 

The x axis is assumed to coincide with the marching direction; u, v are the velocity 
components along x and y; p is the pressure; p is the density; H is the total gas enthalpy 
related to p and p through the equation of state 

H = IP 
(7-1)*» 

+ u
2 + v2 

(2) 

7 is the ratio of specific heats; v = 0 and 1 in the plane and axisymmetric cases, 
respectively. When solving (1-2) numerically, the cross-sections x — const are divided 
into cells [y,-i/2, yj+1/2] of length Ay,- = yi+1/2 - yj_i/2 with centers at points y,-.(Fig. 1). 
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The fluxes along x averaged over the cells 

-     »j+i/a 

E'-.S£  /-W* (3) 
Vj-l/2 

coincide with their values in the cell centers up to the second-order accuracy. Prom 
known values of E the values of primitive variables «, v, p, p can be easily decoded [1,2]. 
Integrating equation (1) over a trapezium with infinitesimal height dx (see Fig. 1) we 
obtain the following semi-discrete equation: 

^ (Ayßj) = - (F,+1/2 - F,_1/2) + AyjSj, (4) 

where Fi+1/2 = Fi+1/2 - (dyj+1/2/dx) • Ej+1/2, and, similarly, for fj-i/2. The quantities 
Fi-i/2. F;+i/2 are tne fluxes normal to the lateral sides of the trapezium. 

Gas dynamic quantities in the cross-section x = xn being known, the calculation 
of E; m the next cross-section xn+1 = xn + As" consists of the following stages: 
1) reconstruction of gas dynamic quantities at the boundaries between the cells; 2) 
calculation of the fluxes F?+1/2; and 3) numerical integration of ODE (4). 

The van Leer fc-formula is used for reconstruction [3]: 

<&i/2 = «Ü + -^- * (Aq,_1/2, AqJ+1/2) -f i±*- $ (Aq,+1/2, Aq,_1/2) , 

qf-i/2 = q, - "^- $ (Aq,+i/2,Aq,_1/2) -I±* $ (Aq,-_1/2, Aq,+1/2) , (5) 

&<ij-i/2 = q, - qj-i,       Aqj+i/2 = qj+i - qj 

Here the superscripts L and R refer to the states at two sides of the boundary $(a b) 
is a nonlinear function limiting the slope of the solution near discontinuities (a limiter). 
The use of slope limiters is necessary for obtaining a solution free of oscillations. If the 
condition $(a, a) = a is satisfied, then the formulas in (5) have the second-order accuracy 
(on a grid close to uniform) for any arbitrary value of the parameter -1 < * < 1 For 
k = 1/3 the unlimited form ($(a,6) = a) of formulas (5) has the third-order accuracy. It 
is known that the quality of the solution can substantially depend on the form of $ The 
functions suggested by Chakravarthy and Osher (MINMOD) and by van Albada [4]'were 
used in various computations in the present work. 

Various choices of the set of reconstructed variables is also possible. Below we 
reconstruct either primitive variables q = (u, v,p,p), or a set in which p is substituted by 
T, or, finally, the variables q = (M,9,p,p), where M is the Mach number, and 0 is the 
angle between the velocity vector and the marching direction. 

The calculation of the fluxes Fi+1/2 is performed by solving the Riemann problem for 
the states qj+1/2, qj+1/2. Both an exact solution of the problem of interaction of two steady 
supersonic flows [1,2] and any approximate solver can be used. Moreover, it is obvious 
that the desired fluxes have to coincide with those obtained in the asymptotic steady state 
from the solution of an unsteady problem. Hence, an arbitrary method of flux calculation 
among those used in algorithms for solving 2D unsteady Euler equations can be used In 
practice, we used either an exact (iterative) solution of the steady Riemann problem or 
an approximate solution obtained by two-wave approximation, or, finally, the flux vector 
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splitting for unsteady problem, which was suggested by van Leer [5]. The two-wave 
approximation is widely used for the approximate solution of unsteady equations (Harten 
- Lax- van Leer - Einfeldt, HLLE solver [6]). This is a simple and robust, but sometimes 
too diffusive method of flux calculation. Tailing into account that its implementation in a 
3D problem requires some modifications, a brief derivation of the corresponding formula 
is presented below. 

Let the interaction between the states EL and EH forms two shock waves with slopes 
&L> &fl (Fig. 2). Integrating equation (1) (without the source term) over the quadrangles 
ABCD and CDEF, we find from two resultant equations the values of E*, F* in the 
region between the waves. Hence, the flux through the side y,+i/2 is 

Fj+i/2 = <*L(FL-bIjEL) + aR(FR-bRER), (6) 

6« - s s-bL _ dyj+i/2 
where      aL=bJ=h>       aR=bn~^h'       5 = ~^~ 

When estimating the slopes, we use the eigenvalues of the matrix 0F/ÖE: 

&L = min(Af:,Ä_,s),       bR = max(Aj,Ä+,s), (7) 

uv±aV«2 + v2 -a? fyp 
A± = — 5 j , a = \~ 

« — a V P 

Here \L and \R are calculated from the values of gas dynamic variables in the states qL 

and qÄ, and Ä from their values in the Roe-averaged state [7]. 
The system of equations (4) can be written as 

Since the position of boundaries between the cells yj+ififa) depends on the marching 
coordinate, the right-hand side of this system is explicitly dependent on x. Explicit TVD 
Runge-Kutta schemes [8] are used for its integration, which allows one to reach a high- 
order accuracy for the marching coordinate with retaining monotonicity of the solution. 
For a non-autonomous system (8) the second- and third-order schemes have the following 

form: OJ    J     / <2(1)    =   en + Ax£(x»,Q"), ,Q, 
2ndorder|Qn+1   =   l^ + Q(i)) + ^C(x + Ax,QW) (9) 

• QW    =   Qn + AxC(xn,Qn), 

3rd order \  ß(2)    =   ^32" + ß(1)) + ^£ (s + Ax, ß<x)) , (10) 

The above described algorithm for solving the steady Euler equations is naturally 
generalized to 3D supersonic flows. 

NUMERICAL RESULTS 
To evaluate the accuracy and effectiveness of the proposed numerical algorithm, 

we used it for calculating the plane, axisymmetric, and three-dimensional flows. In 
calculations considered below, we used a scheme of the third-order accuracy in all 
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Fig.l. A schematic of the computa- 
tional grid used. 

Fig.2. Solution of the Riemann 
problem using the two-wave approx- 
imation. 

Fig\3. Density isolines for a flow in 
a plane converging channel. 

0.»   0.00   0.62   094   0.0» ' 0.08   0.70 ' 0.72 ' 0.74 y 

Fig.4. Density distribution in the 
cross-section A - A, as compared with 
an exact solution. 
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Fig.5. Density isolines for an 
axisymmetric flow around a cone- 
cylinder body. 

12 

10 

a 

»< 
4- 

2- 

A« 

0 

< o   calculation 
— exact solution 

0.4 0.S o.e. 0.7 o.a o.«     1.0   y 

Fig.6. Density distribution in the 
cross-section A — A, as compared with 
an exact solution. 

Fig.7.   Pressure isolines for a flow 
around a cone at incidence. 

Fig.9. A schematic of the forebody 
of a hypersonic inlet. 

Fig.8. Isolines of velocity component 
along z in the flow around a cone at 
incidence. 

Fig.10. Isolines of streamwise velocity 
in one of the cross-sections. 
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directions except for the flow in a 3D channel, for which the second-order scheme was 
used in the marching direction. 

Figs. 3,4 shows the results of flow calculation in a plane converging channel for the 
inflow Mach number M=10 and inclination angles of the upper and lower walls 10° and 
20°, respectively. The number of grid points in the cross-streamwise direction is Ny = 150. 
Figs. 5,6 shows the calculated results of an axisymmetric flow around a cone-cylinder body 
with a 20° cone half-angle at M=3, Ny = 100. The variables u, v, T, p were reconstructed 
in the first case, M, 0, p, p in the second case. The Riemann problem was solved using 
the HLLE solver. A high accuracy of the obtained solution should be noted, including 
the region near the solid wall, where the accuracy often decreases because of so-called 
numerical boundary layer. Contrary to [2], we did not use any special procedure near the 
wall slope discontinuity and the cone tip. 

Figs. 7-10 show the results of calculation of three-dimensional flows: the flow with 
M = 2 around a cone with a 10° half-angle at a 25° angle of attack and the flow around 
a forebody of hypersonic inlet. When calculating the flow around the cone, we used the 
van Leer flux vector splitting, the number of points in the cross-section was 80x50. A 
shock wave and a vortex formed at the leeward side are clearly seen (see Fig. 8 where the 
isolines with negative values of velocity along z are shown by gray color). 

The forebody, whose sketch is shown in Fig. 9, is formed by three wedges: the lower 
one with an angle of 12.5° and two lateral wedges with an angle of 10°. The lateral wedges 
are inclined at an angle of 10° in the YZ plane, and their leading edges form a 45° angle 
with the hypersonic (M = 6) free stream. The Godunov scheme was used here for solving 
the Riemann problem, Ny.= 120, Nz = 150. The interaction of shock waves from the 
lower and lateral wedges result in the formation of a bridge-like shock and two contact 
discontinuities emanating from triple points (Fig. 10). A good resolution of this method 
for so complicated wave structure simulation with no procedure of grid adaptation should 
be noted. 
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VERIFICATION OF TURBULENCE SECOND-ORDER MODELS IN DIFFERENT 
REGIONS OF A ROTATING CYLINDRICAL PD?E FLOW 
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INTRODUCTION 

As experimental data show, swirl of a turbulent flow in a cylindrical pipe rotating 
around its longitudinal axis, influences essentially on the turbulence structure. This 
influence is determined, in particular, by the pipe length and the degree of swirl. In the 
flow, it is possible to distinguish two regions with the different structure of turbulence: 
the "short pipe" area (x/D <. 30, x is axial distance from the entrance of a rotating pipe, 
D is the pipe diameter) and the "long pipe" one (x/D = 68 + 168). In the former region, 
strong suppression of turbulent intensities in both radial and longitudinal directions is 
observed [1-3], In the later one, the profiles of statistical characteristics reach their limit 
shapes [4-7]. So, profiles of the longitudinal component U of the mean flow velocity 
become similar, but the limit profile at N = 1 (N = W01 Um is a swirl parameter, W0 is the 
rotating pipe wall velocity; Um is the mean axial velocity) is still far from to be parabolic 
as the one in a laminar flow. Profiles of the circumferential component W of the mean 
flow velocity have the parabolic limit shape (WIW0 = (r/R)2, r is the radial coordinate, R 
is the pipe radius), whereas it is known that for a forced rotational flow, this function 
should be linear. Also experiments show that both limit profiles U and W are not 
affected, in fact, by the Reynolds number (Re), and the profile W does not depend on the 
value of N. Turbulent friction decreases along a pipe as well as with the swirl parameter 
increasing down to its limit value. In transition area, from one region to another one, 
increase of kinetic turbulence energy is observed. A correct model of turbulence should 
describe these phenomena. 

The mathematical modeling of turbulence structure of a flow in a rotating 
cylindrical pipe with k - s models does not give satisfactory results. In particular, a 
model for a developed pipe flow gives a linear limit profile for the circumferential 
velocity W, as it would be in the case of solid body rotation, that is in contradiction with 
experimental data. 

The aim of the present research was to consider possibilities of some known 
Reynolds stress transport models (RSTM) to describe the turbulence structure of both 
regions in an isothermal rotating pipe flow as well as the transition area between them. 

GOVERNING EQUATIONS 

The set of exact transport equations for the mean velocity vector and the 
turbulent stress tensor in the case of stationary incompressible flow is written in the 
general tensor form as: 

Ul. = 0;    UjU. , = vgjkU. ., - < u uj >    -P / p ; (1) 
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Uk <u.u. > ,=D..+P.. + n..-e.., (2) 
i J   ,k      ij     ij      ij     ij' W 

where e „ = 2v gkm < u.mu k > is the dissipation tensor; 

Dir-<uiuju
m>m-(<pui>j + <Puj>A)/[i + v(gkm<u.Uj>>k)>m 

is the diffusion term; 
Pij = ~ < uj "   > Uiik- <u.Jc > U k is the production term; 

n y = < P (Ujj + u..) > /p is the pressure - strain correlation; 

tf, and H, are covariant components of mean and fluctuating velocities;/, denotes the 
differential operator defined by dfldxt (x, is coordinates), / is the metric'tensor, <...> 
means ensemble averaging,.P is mean pressure, p is pressure fluctuation, p is flow 
density, v is kinematic viscosity. 

To close set (1) - (2), terms Dtj, nb, and e,-, should be modeled. 

REYNOLDS STRESS 1KANSPORT MODELS 

In the present research in each tested RSTM, the simple gradient diffusion model 
suggested for DtJ by Daly-Harlow [8] was used. 

The dissipation tensor e,-, is modeled by the isotropic expression with correction 
on low Reynolds numbers near a solid wall [9], and the equation for the kinetic 
turbulence energy dissipation rate is used in the following form [9,10]: 

V"°.k'{*km(™,k+C,-S<\J>°A   *<c
e,"<^-k-

2jTfr    »■> ->,m «■     x 

where k = \l2<u?> is the kinetic turbulence energy, xnis normal distance to a pipe wall, 
P~/2'Pii = ~<uiu   >Uii]c' 

Ce' Cd.c&> C'3are empirical model constants,/7 and/2 

rm
dÄng

h
fUnCt!0nS [9]'lCe2' = ?aX (lA Cüf2(l - Ce3Ri^ HPI, The Richardson number Ri characterizes influence of streamline curvature on turbulence like there of 

medium stratification on turbulent transport. Equation (3) at Ri = 0 transforms into 
standard equation for the turbulent dissipation rate which we denote by (3a) 

There were considered two model expressions [11,12] for the pressure - strain 
correlation n,y. 

In [11] the correlation n,y is considered as a sum of three terms: 

Vn^nS^nf+nf^V- (4) 
^^Uf=-C1^<uiuj>-Is..k),   (Cj = l,5), 

nf=-ci(pij-hP)>        (C2=Q*)' 

V       2k n     nn y    2\    n j   sin       n i    8jn) 

(5) 

(6) 

(7) 
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TT'W-C- nf2)z 8 --In <2>g. +n <2>g.   , (8) 11 ij ~   2k[  nn8nn°ij    2\*J      »      «       Jn^J 
f- (l/Sjkm/f&Cn) is a damping function, Ci' = Cz' = 0,3. 

It is shown in [12] that in the case of an axisymmetric swirl flow, the convective 
transport tensor can be inserted in expression (6) to get better result: 

C. = J-(U. <u.u.>):nM=-C2(P..-C'  -I*JPkk -C k)), (9) 
y   dx,    &   l J       v       l lJ    y  3 u KK    KK 

k 
Verification of three RSTMs was carried out. Model 1 (denoted further by Ml) 

which was suggested in [10], includes equation (3) and model expressions (4)-(8) to close 
set (l)-(2). In the second model (M2) there is used equation (3a) instead of (3). At 
present, this model is considered as the "standard" one and some its properties have 
been analyzed for a turbulent flow in a long cylindrical rotating pipe in [13]. Model 3 
(M3) is similar to M2, but instead of expression (6) there is used its modification (9). 

In each model, the set of the closed equations for required functions such as mean 
velocity vector, turbulent stresses, and kinetic turbulence energy dissipation rate was 
written in the axisymmetric cylindrical frame of references in the boundary layer 
approximatipn and solved by the control volume method. Details of used numerical 
procedure and boundary conditions can be found in [10]. 

DISCUSSION 

Results of calculations were compared with experimental data [1-7]. In 
experiments [1-3], statistical characteristics of a turbulent flow (the first- and second- 
order moments of the velocity field) were measured in the exit section of a short rotating 
pipe at x/D = 25, Rem = 37000 (Rem = UmDN), N <, 0,6. In [4-7] behavior of the mean 
flow velocity components (longitudinal and citcumferential) as well as the longitudinal 
turbulence intensity was studied in the rotating long section of a cylindrical pipe (x/D <, 
168) at Rem = 0,5 -s- 3104 and N = 0,5 -s- 3. Because experiments were carried out under 
different conditions, quantitative comparison of the data is difficult. 

Ml reproduces satisfactorily transformation of the longitudinal U and 
circumferential W components of the mean flow velocity, as well as there of Reynolds 
stresses under moderate flow swirl (N <, 0,6) in a short rotating pipe (x/D = 25) [10]. Here 
efficiency of this model for the case of a long pipe flow is considered. 

The results of calculation of the damping coefficient of the longitudinal kinetic 
turbulence energy component Ku = <u2 >(N > 0) / < u2 >(N = 0) at three values of the 
swirl parameter (N = 0,34; 0,62; 1,0) is shown on Fig. 1 depending on a distance along the 
pipe axis. To make qualitative comparison, experimental points from [6] are given also at 
N = 0,5; 1,0 in sections x/D = 11, 36, 68, and 168. It is seen, that at N = 1 the model 
predicts almost total suppression of turbulence intensity in the section x/D = 168. It is 
necessary to note that experimental data [1-3] give more strong suppression of turbulence 
in the initial section of a rotating pipe (x/D = 25) than the data [6] do. It is possible to 
conclude that Ml reproduces correctly transformation of the longitudinal kinetic 
turbulence energy component in a short pipe and qualitatively correct behavior of Ku 
with increasing a distance along the axis of a rotating long pipe under moderate swirl (N 
= 0,34). At strong swirl (N = 1) the model does not describe turbulence structure 
adequately. Influence of the Reynolds number on behavior of Ku along a pipe calculated 
by M1 is shown on Fig. 2. 
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100 Z/D 200 100 Z/D   200 

Fig. 1 Behavior of the damping coefficient Ku 
along a pipe axis (r/R = 0) calculated by Ml at 
different swirl parameters. Calculations: (—) - 
N = 0,34, (- -) - N = 0,62, (•••■) - N = 1; 
experiments: [1-3] (Re™ = 37000): (A) - N = 0,34, 
(A) - N = 0,62; [6] (Rft. = 30000): (o) - N = 0.5, 

Fig. 2 Behavior of the damping coefficient Ku 
along a pipe axis, (r/R = 0, N = 0.34) at different 
Re. Calculations: (—) - Re« = 37000, (- -) - Re* 
= 10000 (curves 1,2 - Ml; 3,4 - M2; 5,6 - M3). 
Experiments: [1-3]. 

Note also, that the model describes the friction coefficient decreasing in 
consequence of "laminarization" of the longitudinal velocity profile (more exactly, its 
parabolization) and anisotropy of kinetic turbulence energy components as well as 
tendency of the profiles of the longitudinal and circumferential velocity components to 
their limit shapes of stabilization regime [4-7]. However, these profiles are not in 
quantitative agreement with the experimental ones. Moreover, their dependence on both 
the Reynolds number and the swirl parameter is observed, and stabilization regime is 
reached on distances much larger from the entrance of a rotating pipe than it was 
obtained in experiments [4-7]. 

Some results of calculations by M2 are given on Figs. 2-4. The model does not 
describe behavior of the damping coefficient Ku, as it is seen from Fig. 2, and other 

U/Um,rAA~A 

0.0 
1 ' ' ' ' ' ' ' I 'Ill 

0-5 r/R    1.0 0.0 0.5 W/Wo   1.0 

Figs.3,4 Experimental data for Re«, = 10000 [5]: (AM) - N = 0., (AAA) - N = 0.5; (-) - calculations by M2. 
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statistical characteristics (figures for which are not shown in this paper) in a short pipe 
flow, though increase of turbulence intensities in the section 68 <, x/D £ 168 of a rotating 
pipe, which was observed in [6], is reproduced qualitative correctly. Dependence of Ku 
on the Reynolds number is observed at different pipe lengths and swirl parameters in 
contradiction with experimental data. 

The model describes transformation of the components of the mean flow velocity 
to their limit shapes at Rem = 10000, N = 0.5 (Figs.3,4; see also Fig.2, curve 3 ). 
However, it is observed much earlier than in experiments and the limit profile of W(Fig. 
4) does not coincide with the experimental one. At high Reynolds numbers (Fig.2), 
stabilization regime is not reached. 

Thus, the most known and simple variant of RSTM does not describe correctly 
neither "short pipe" region, no "long pipe" one. 

The calculation results obtained by M3 are presented on Figs. 2,5,6. The profiles 
of the longitudinal and circumferential components of the mean flow velocity are shown 
at sections x/D = 160 [5], 120 [7] at different swirl parameters. At moderate swirls, the 
model reproduces correctly transformation of the profile U along a pipe under applied 
rotation on a flow and gives its correct limit shape (Fig. 5). It is seen, that dependence of 
U on the Reynolds number is weak in stabilization regime in accordance with 
experimental data [4-7]. The profile of the circumferential velocity component (Fig. 6) 
reaches also its limit parabolic dependence on the radial coordinate at AT <. 1 not 
depending on Re. Other statistical characteristics reaches their limit profiles either, but 
their behavior along a pipe is described only qualitatively as, for instance, behavior of 
the longitudinal kinetic turbulence energy component (Fig.2). For this characteristic of 
turbulence structure, there is observed in calculations weak dependence on the Reynolds 
number, but it remains along the whole pipe length. 

The results of calculations let us conclude the following. The structure of a 
turbulent flow in a cylindrical pipe is transformed in a complicated way along the whole 
length of a rotating pipe. Data of calculations and experiments show, in particular, that 
although the longitudinal component of the mean flow velocity is tending to the profile 

8.0     0.2     0.4     0.6     0.8 
r/R 

1.0 
W/Wo 

/ 

0.5 

O.Qj 

y£' o 

1^0.2      0.4      0.6      0.8      1.C 
r/R 

Fig. 5. Calculations by M3: (—) - Re™ = 104, (- 
-) - Rem = 37000. Experiments: [5] (Re™ = 104) : 
(A) - N = 0, (•) - N= 0,5; [7] (Re™ = 2 • 104): (A) - 
N = 0,(o)-N=0,5. 

Fig. 6 Calculations: by M3 (—); parabolic profile 
(- - -)• Experiments: (A) - [5] (Re™ = 104,3«104); (o) 
-[7](Ren. = 2«104). 
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typical for a laminar flow, kinetic turbulence energy is suppressed strongly only in the 
initial section of ä pipe, but then, its increase is observed. RSTMs, even those which were 
developed specially for a swirl flow, can not describe structure of both regions of a flow 
transition area between them, as well as there of a flow under strong swirl. Possible ways' 
to solve this problem are to further development of model expressions for physically 
correct describing turbulent diffusion and influence of rotation on spectral expenditure 
of turbulence energy. 
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MODELING A TURBULENT FLOW IN THE PLANE CHANNEL 
WITH A QUADRATIC CROSS-SECTION RIB 

A.F.Kurbatskii, S.N.Yakovenko- 

Institute of Theoretical and Applied Mechanics SB RAS 

Aerophysics and Gasdynamics Chair, Novosibirsk State University 

630090 Novosibirsk, Russia 

Results of modeling a flow around a two-dimensional surface-placed obstacle of square 
cross-section in the closed plane channel have been presented. Possibilities of algebraic 
and differential Reynolds-stress models (RSM) have been investigated. 

Reynolds-stress models. The differential model (DM) containing the transport 
equations for components of the Reynolds stress tensor (u,-Uj) can be written for two- 
dimensional flow as 

dU/dx + dV/dy = 0; 

d au   dip   duv 
dt + dx +   dy 

dv   duv ■ dv2 

dt +   dx       dy 

dk    dkU    dkV 
dt+ dx +  dy 

de    deU ' deV      d 
di* dx + dy  ~ dx 

dx 
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v— - (uv) 
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"to ~ {UV) 

löp 
pdx' 

lop. 
pdy 

(1) 

(2) 

{v + vt) 
dk 
dy 

+ P-e; 

+ (CelP - Cc2e)p 

d(u2) d(u2)u  d{u2)v _ d 
dt dx dy        dx 

d{v2)    d(v2)U   d{v2)V 
"i 5 r" dt dx dy 

d_ 
dx 

{v+vt) 
d{u2j 

dx 

d(v2) 

d(uv)    d{uv)U    d(uv)V _ d_ 
dt   +    dx    +    dy    ~ dx 

[v + vt) 

dx 

d(uv) 

dy 

d_ 

dy 

(v+vt) 

{v+vt) 

d{u*) 
dy 

d(v2) 

-■^e+Pu+Tlu; 

(3) 

(4) 

(5) 

(6) 

dy 
-JC+J^+IIM; (7) 

dx 
+ d_ 

dy 
{v + vt) 

d(uv) 

dy 
+ p« + nla, (8) 

where v and Vt = CMA2/e are coeflicients of molecular and turbulent viscosity; e and 
2 

P = J] Pa/2 = (fn + Pi2)/2   are dissipation and production of the turbulence energy A;; 

/ 2.dV   . 2,dU 
dx Pn = -2((«2)^+M^j, ft. = -2^2)^+M^J> 

are components of the tensor of turbulence production by the mean velocity shear; U and 
V are horizontal and vertical components of the mean velocity vector; « and v are the 
corresponding fluctuation velocity components; t is time; p is mean pressure; p is density; 
(• • •') means Reynolds averaging;   Cei = 1.44;  Cea = 1.92;  <re = 1.3;  Cy, = 0.09. 

Processes of turbulent diffusion (first terms in the right sides of (4)-(8)) are described 
by the isotropic gradient model using the turbulent viscosity coefficient ut. 
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The pressure-strain terms Ily arö expressed as in [1] with   C\ — 1.5;  C2 = 0.4: 

8C2 - 2, 

0) 

n12 = -c7l£M-^±ip12-
30^-2 

:
*-2(      0/   2\dV       0/      ySU       2„\ __^_2^)__2M___pJ. (10) 

,/ötf    ÖV\      2.dU    . 2.8V\      .„. 
* 11      " 55 

The non-linear explicit algebraic model (AM) can be reduced [2] from DM as 

/ 2\     2u    ^k2dv Gk \,k2[(dU\2    (dV\3\     2       ,1 

/„„\_ ^fc2 fdu ,ffv\i        Gk       f, *2 /acr   av\/aj7   av\i  „„ 

G = G(k,e, dUk/dxm) is defined from the cubic equation   G3 + aG2 + bG+c = Q,   where 

a = 9izl     , _ (Oi - l)2 - 2blWikWki - (.6x + 262/3){S2}        _    hjd - 1) 
{S2} ' 4{52}2 '    c_      8{52}2   ' 

61 = 8/15, ia = (5-90/11, 63 = (702 +1)/11, 
The linear Boussinesq model (BM) of gradient type for the Reynolds stress tensor 

(u2) = (2/3)* - 2Cß(k
2/e)(dU/dx),    (v2) = (2/3)* - 2Cll(k

2/e)(dV/dy),        (15) 

(uv) = -C^E2/e){{dUldy) + (dV/dx)] (16) 

contains constant C„ instead of complex function G in expressions (12)-(14) of AM. 
Plane-channel flow has been chosen to examine applicability of the turbulence models 

because of presence of the measurements data [3] (denoted by points o in Fig. 1-4). The 
velocity and length scales in calculations are as in [3]. The Reynolds number Reff [3] based 
on the rib height H and inflow velocity UH at this height is sufficiently high and the viscous 
sublayer influence on the model assumptions and boundary conditions is neglected. So 
the first near-wall computational node is placed outside the viscous sublayer and the wall 
boundary conditions are taken as "wall law" [4]. The developed turbulent inflow is set at 
the upstream boundary with the vertical profiles of velocity XJ and turbulence energy * 
from experiments [3]. Normal gradients of all sought quantities except the pressure are set 
to zero at the downstream boundary. Details of initial distributions, pressure boundary 
conditions, equations discretization and computation procedure are given in [4]. 
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Fig.l. Vertical profiles of horizontal components of turbulence kinetic energy and mean 

velocity calculated at mesh 2-5 by means of DM. 

Computation results. The series of calculations has been performed to obtain 
the approximation convergence of solutions of difference equations to exact ones with 
refinement of non-uniform grid and to clear up the detail structure of turbulent flow around 
an obstacle. The mesh interval S near obstacle surfaces was taken in successive runs to 
be equal to H/6, H/12, H/24, ff/48, ff/96 (meshes 1-5, respectively). The differences 
between the results of computations used mesh 1, 2, 3, 4 and 5 are decreased continuously 
with grid refinement (Fig.l) and localized near the top where the third recirculation region 
forms in calculations at mesh 4, 5. The further grid refinement must take into account 
the flow structure in the viscous sublayer by means of corrections of turbulence model 
and near-wall boundary conditions. It can be seen from Fig.l that mesh 4 with S = ff/48 
provides the satisfactory approximation convergence. The deviations between the results 
computed by DM at mesh 4 and 5 (Fig.l) are much less than differences between the 
results obtained by means of different RSM at mesh 4 (Fig.2) or 5. 

Possibilities of algebraic and differential RSM have been studied. The linear on mean 
velocity derivatives BM model (1)-(5),(15)-(16) (long dashed line in Fig.2) gives large 
quantitative discrepancies with experiments data and even negative non-physical values 
of horizontal component (u2) of turbulence kinetic energy. The non-linear algebraic model 
AMN (1)-(5),(12)-(13),(16) for normal Reynolds stresses (short dashed line in Fig.2) is 
able to reproduce their anisotropy and to correct the shortcoming of the linear model. 
The differential model DMN (l)-(7),(9)-(10),(16) with transport equations for (ti ),(p) 
and linear gradient expression for (uv) (dotted line in Fig.2) describes behavior of (w ) in 
front of an obstacle (where the convection and diffusion processes are essential) better than 
AMN. The complete DM model (l)-(ll) (solid lines in Fig.2) with transport equations 
for all components of (muj) gives most exact prediction of the mean velocity field in 
front of the obstacle, above it and in the recovery region behind it. This model describes 
(Fig.3d,e) also the joint of recirculation zones above and behind the rib at mesh 4, 5. 

The problem of using of difference schemes for convective terms in the transport 
equations for calculations of flows around sharp-edged obstacles at the high Reynolds 
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Fig.2. Results of computations by different models and of measurements at S = H/4&. 
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Fig.3. Streamlines of flow near an obstacle. Computations with S = H/48 by models: 
(a) BM, (b) AMN, (c) DMN, (d) DM; solid lines correspond to calculations with 
upwind scheme for convective terms in equations for all sought quantities, dashed 
lines correspond to calculations with second-order scheme for convective terms in 
equations for U and V; (e) calculation by DM at grid with S = H/96 (dotted lines). 

numbers is until discussed in science papers. However, it has been obtained that differ- 
ences between curves computed by means of the same model (Fig.3a-d,4) with different 
schemes (in particular, first-order upwind scheme and QUICK one) at the refined grid with 
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Fig.4. Results of computations by DM (lines correspond to the same cases as in Fig.3). 

S = H/48 are much less than discrepancies of sought functions and streamlines calcu- 
lated by means of different turbulence models (Fig.2,3) but with the same convective 
scheme. Refinement of the grid up to 6 = H/96 allows to obtain better agreement with 
measurements data (Fig.3e,4) in the top separation region especially. 

This work is supported by Russian Foundation (grants No.96-05-64007, 96-15-96310). 
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COMPARISON OF CHARACTERISTICS OF ANEMOMETERS 
OF DIFFERENT TYPES 

V.ALebiga*, A.Yu.Pak+ 

♦Institute of Theoretical and Applied Mechanics, 630090 Novosibirsk, Russia 
Novosibirsk State Technical University, 630092 Novosibirsk, Russia 

Hot wire anemometer is one of the most frequently used tools for investigation of fine 
structure of laminar and turbulent incompressible flows. Peculiarities of hot wire application 
at high velocities (the presence of several sorts of fluctuations, large aerodynamic loads, high 
pulsation frequency etc.) lead to using the top possibilities of equipment, whose 
characteristics depend on the type of anemometer. When a choice has to be done, attention is 
paid to comparison of sensitivities, frequency ranges and noises of different anemometers. 

Two types of equipment have been used until recently: constant temperature 
anemometer (CTA) and constant current anemometer (CCA). Their advantages and 
disadvantages are well known. Information on a new type of anemometer has appeared late y. 
This anemometer has a scheme, where the probe is maintained at a constant voltage [1J. 
Possibly, it can provide new properties of anemometers. Therefore, it is interesting to 
compare principal characteristics of constant voltage anemometer (CVA) with previous types. 

The block diagram of CVA (see 
Fig. 1) consists of the probe Rp, 
resistors Ri and R2, a source of stable 
voltage E, a high gain operational 
amplifier OA, impedance Z 
maintaining zero voltage at the input 
of OA. There are no any Wheatstone 
bridges in this scheme. 

It is possible to write for loops I 
and II, respectively, 

E +iRx + em =0 
e + iR2 + eJtl =0. 

Taking into account that em= 0, the voltage e across the probe is 
E 

Fig. 1 

and 

*2 e = -E— = const, / = 
*, 

= const. 

The output of the amplifier corresponds to flow fluctuations. 
To analyze and compare the characteristics of anemometers of different systems we 

shall consider the heat transfer equation for a probe. In the general case it can be written [2] 
AT 

ei = 7dUTw-Tt)(A.+B^Jte~0)(l-kaJ + CK-^ 0) 
dt 

where / is the wire length, X is the thermal conductivity of the gas, Te, Tv and Re, Rw are the 
temperature and resistance of "cold" and heated wire respectively, Re and Nu are the 
Reynolds and Nusselt numbers, C„ is the thermal capacity of the sensor, aw = (Äw - R^Re is 
the overheating, * is the coefficient to correct a linear dependence of heat losses on the 
overheating [2]. 

According to Kovaznay [3], it is necessary to determine Ä and Re in (1) for parameters 
behind the normal shock: Reo = md/juo, where d is the probe wire diameter, m = pu. 
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Power relationships are used  for thermal  conductivity and  dynamic viscosity 
dependences on temperature: 

Mo=M. 
T. » K -K\ Y (2) 

(3) 

and the linear one for the probe resistance dependence on temperature- 
R = R.[l+a.(T-Tt)l 

where at is the thermal coefficient of resistance. 

Using the above mentioned equations we can find relations for the coefficients of probe 
sensitivities. 

1. Analytical Relationships for Sensitivity Coefficients 
1 Constant temperature anemometer. Both the probe temperature and resistance are 

constant (rw=const, Äw=const). Therefore, the non-stationary term in Eq.(l) vanishes, and it is 
more convenient to write the equation as: 

j- = zUT,(Tw-T.)(A+Bjte)Q-*aw) (4) 

After logarithmic differentiation of Eq. (4) taking into account (2),(3), it is possible to 
write the equation connecting the voltage deviation e with mass flow m and total temperature 
To deviations: 

Ae _ Am 
e      m 

£VRe *B_. <?ln* 
4(A+BjRe)   2(l-Aa„)<?lnRe 

AT0 (a 
1- flVRe AOL    <?lnft 

T0{2[    2(A+B-Me)    l-fcjw<?]nRe 
aJt.T}T0\l-kau(aw + 2)\ 
R.       2aw(\-kaw) 

or Ae 
= F_ 

where F„ = 

Am   n 

m 

#VRe 

ATn 

kaw      d\nk 
4{A+B^s) 2(l-AarJ<?lnRe' 

= aJJ.nT0[l-kaK(aw+2)]  a 

'      R.        2aK(l-kaw) 2U   2t^y 

(5) 

(6) 

(7) 

2 Constant current anemometer, (/ = const). Similarly, after transformations we obtain 
an equation connecting voltage deviations with the mass flux and total temperature at a 
constant current through the probe: 

Ae 
+C. (aw+l) —f—1 = 

" jd^iA+B^jKe)^-kaw(aw +2)]dt[ e 

aw(\-kaw) 
l-kaK(aw+2) 

fiVRe  kaw    d\ak 
^A+BJte)   l-kawdlnR<i 

Am 
m 

+ fflfi gVRe"      ,   hav    dfok}  aji. nT0[l-kaw(a„+2)] 
t    2(A+Bjte)   l-Aaw<?lnReJ    Rt        aw(l-kav) 

or Ae 
-+.T 

dt{ e )   *~ m    °<~ r   ' 

T0 

(8) 
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where 
tf/Re      _   kaw    <?ln* 

, 2{A + B /Re)   1 - kaw d InRe, 

= a.R.T}Tn _ <mw{\-kaj ( B /Re      .   *aw    <?ln*l 

a (\-ka ) 
oe*"l-AaÄK+2) 

r«» = 

1-Aa„(aw+2) 2(A + Ä /Re)   1 -kaw dInRe/ 

(9) 

(10) 

01) 
idk^A+J?7Re)[l - kaw(aw + 2)] 

Since the total probe thermal capacity is determined by the expression Cw (na*l4)lp*fi*„ 
where pw, cw are the density and specific thermal capacity of the wire material, the 
dependence of the time constant on the overheating coefficient can be written as 

(aw+l) 
rm=r„ 

where 

(12) 

(13) 

0l-kav(av+2y 

0     4^Nu ' 
3. Constant voltage anemometer, (e = const). The voltage £out is a measure of 

flow fluctuations at constant voltage across the probe (see Fig 1). Since EM = Ri\ and 
R = const, fluctuations of EM are determined by fluctuations of the current it, which are equal 
to fluctuations of a current through the probe, because of the current /' = const Therefore, it is 
necessary to determine how changes of current i\ depend on flow fluctuations in this case. 

After transformations similar to the first two cases we obtain: 

/       * !dAv(A + B/ke)[l + 2aw -2kaw -3kav
2]dt{ i 

aw(\-kaw) 

l + 2a„-2kaw-3kaw
2 

sVRe 

A/Re kaw    d\nk 

2(A + B!Ke)   l-for„ <?lnRe 

Am 

m 

a1 
ka„    d\ak a.R.nT0[l-kaw(a„+2] 

or 

where 

2(A + B^Re)    l-ka„c>]nRe) 

A/      d (tä\ Ism 
m 

Arn 

Fm = 
aw(l~kaw) 

'0 

B "Re 

aw(l-kaw) 

ka„    <?lnfc 

A7;, 

Gm = 

l + 2a.-2*B.-3fa_ 
\-kaw(aw+2)-    aJJ.t?T0 

^2(^ + S-;Re)   l-kaw f\nRe) 

l + 2a„-2ka„ 

aaw(\-kaw)  (. 

1+2aw - 2kav - 3kaH
2 ^ 

3ka, 

1- 
BVRe ka. 

2(/l+B vRe) ' 1 - ka,'~'e In Re) 

1 + 2aw - 2kaw - 3kaw~ 

Comparing (6), (7) and (9), (10); (15), (16), we obtain: 

Fac*.= VFCSK, GCCA^^GCTA, 

For*.= yFciK, GCVA = yGciK, 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 
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where 2ay(l-Aay) 
l-kaw(aw+2)' 

2aw(\-kaw) 
l + 2a  -2Aa   -3Aar 2  ' 

(20) 

(21) 

Taking into account Eqs (9), (12) and (18), it is possible to rewrite the last expressions 
in a more compact form: 

_a.R.rfT0    a 
~~    gR,       2°   2Fca)' 

_ a.R.rjT0    & 
°ea - —^ -jK9-ZFccKh 

(22) 

(23) 

(24) 

The sensitivity coefficients F,G for different types of anemometers systems are shown 
in Fig. 2 as functions of the overheating coefficient. 
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Fig. 2 

As is clear from these plots, the CVA sensitivity coefficients to the mass flux and total 
temperature have the smallest values at any overheatings. 

2. Probe Sensitivity to Mechanical and Aerodynamical Loading 
The main idea of any hot wire/film anemometer is based on the change of resistance of 

a thin sensor under the flow action. Therefore, it is important to reduce or eliminate influences 
which can also cause a change of the probe resistance, for example, the strain gage effect due 
to vibration of prongs resulting in vibration of the wire which can vibrate themselves. The 
frequencies of prong and wire vibrations can be estimated by relationship proposed in [4]: 

/=?- 
E„d 

(25) 

where E*,, #»are the elasticity modulus and density of a wire or a prong; vis the coefficient of 
harmonics: 2(j +1) ± 1 

n ,      i > 1 . 
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The values H> = 4.73, V^ = 7.85 and (+) correspond to wires, and vb= 1.875,  vi = 4.694 
and (-) correspond to prongs. 

It is easy to estimate that frequencies of vibrations for a typical hot-wire probe (6 
microns, 1,5 mm length tungsten wires supported with steel prongs 0,4 mm in diameter and 5 
mm length) are /i = 16 kHz, /2 = 44 kHz for the wire, and /i = 11,2 kHz, /2 = 75 kHz for 
the prongs. These values correspond to frequencies for typical flow fluctuation range, 
therefore a possibility exists that a distortion of spectrum of the hot-wire output can take place 
and errors can appear. 

There are some ways for the transformation of vibrations into electrical signal, therefore 
various can be ways to avoid or reduce vibrations. Strain gage effect is, of course, the main 
source of false signals. A small deflection A of a wire, about 20 % of its length /, is an 
effective way to avoid or, at least, reduce the strain gage effect, see Fig. 3 where the 
dependence of the total RMS anemometer output on wire deflection is shown [5]. 

The place of joining of the wire 
(platinum, tungsten) with prongs (steel, 
nickel) is represented as a thermocouple, 
whose electromotive force (EMF) depends 
not only on materials of the junction and 
temperature difference, but also on other 
conditions, there are mechanical stresses and 
microstructure of the junction among those. 

The preliminary deflection does not 
eliminate this kind of interference 
completely. It is necessary to select 
appropriate wire and prong materials so 
that to reduce the thermocouple effect. 
The combination of "tungsten - nickel" is 
more "noisy" comparing with "tungsten- 
stainless steel". 

It is possible to supplement the expression for fluctuations of electrical voltage across 
the hot-wire probe, see, for example (5), by two terms: 

de=±(Fdm_Gd^THd[+de) 
Tn I      e 

<e> 

0.8 

0.6 

0.4 

0.2 

0.1 0.2 

Fig. 3. 

hi 

(26) 
m        i0 

where H is the probe strain gage sensitivity; 6 is the EMF arising at the probe. 
To estimate the contribution of additional terms in Eq. 26 to the hot-wire output, let us 

determine the value of H. 
The change of wire resistance due to strain gage effect corresponds to the change of 

wire length as [6] 

f = 0 + 2/,)^; (27) 

To findthe sensitivity coefficients to strain gage stresses, it is necessary to differentiate 
Eq.l with constant m and 7o, taking into account that the wire temperature Tw changes for all 
types of anemometer (CTA, CCA, CVA) due to strain gage effect. 

If the current is constant, the sensitivity is 

HCCk = l + 2// + | 2 + - BVRe 
2(A + 5VRe)) 

here ft is the Poisson coefficient. (For tungsten fi = 0,29.) 

A (28) 
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2 + 2 B{*8_ 
2(A + BJlbe j, 

(29) 

a„,+1 
(1 + 2//) 1 ( M   gvRe 

2 4^ + ß/Re 
(30) 

l-AflM    2a„ 
The calculated values of //«*, ÄCCA, #CVA 

for typical probes are shown in Fig.4. As it is clear 
from the figure, the CVA has the least sensitivity 

o 0.4 0.8      aw       
t0 strain 8a8e at ^1 overheatings and //CTA>//CCA 
at small overheatings, while //CTA<//CCA at high 

Fi84 overheatings. 

3. Frequency Response of the Hot-Wire Probes 

A decrease of the probe signal amplitude against frequency due to the wire lag is 
determined by the relation 

"^/^-(ji+5^7)"'- (31) 
Therefore, the probe frequency range can be determined as/= (2BT)-\ where r depends both 
on probe overheating and on anemometer type (see Eqs.12 and 17). It is clear that the 
difference of frequency ranges for minimum overheatings is not significant due to small r 
difference. (The constant temperature anemometer is not used at minimum overheatings) At 
high overheatings r«™ « ZCCA, ICVA, and advantages of the CTA are indisputable, however the 
CCA can be improved considerably using the compensation circuits. An advantage of the 
CVA is a possibility of some expansion of the frequency range (as comparing to the CCA) 
without any compensation circuits. 

CONCLUSIONS 
The constant voltage anemometer has the worst values of sensitivity coefficients to 

mass flux and total temperature at any overheatings. The constant voltage anemometer 
had the lowest sensitivity coefficients to strain gage effect at all overheatings However 
mutual ratios of the same name sensitivity coefficients (F/G, F/H, G/H) do not depend 
on the type of anemometer. 

The CVA frequency band is the intermediate one between those for the CTA (at the 
highest overheatings) and CCA (without compensation). However, the CCA frequency range 
can be improved by using the compensation circuits. 

This work is carried out in the frame of Project tfa 98-01-00723 supported by the 
Russian Foundation for Basic Research. 
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1. INTRODUCTION 

The paper is devoted to an experimental study of late nonlinear stages of the laminar- 
turbulent transition in the Blasius boundary layer by means of the hydrogen-bubble flow 
visualization, the hot-film anemometry, and the laser-Doppler velocimetry (LDV). The 
processes of development and breakdown of the coherent structures, formed in the transitional 
flow, are investigated under controlled experimental conditions. 

It was shown in previous studies that at nonlinear stages of the transition the A-structures are 
formed which consists mainly of the A-vortex [1] and the A-shaped layer of a high share of the 
streamwise component of the flow velocity [2]. Further downstream, in a vicinity of the A- 
vortex tip it is observed an appearance of some very intensive localized velocity fluctuations 
called the "spikes" [3] which represent themselves another kind of the coherent structures, 
called the CS-solitons [4-7]. In space the appearance of the "developed" spikes corresponds to 
formation of ring-like vortices [8,9]. Originally this sequence of events was observed only in 
the so-called ÄT-regime of transition. However, it was shown later in [10] that a very similar 
behaviour of the coherent structures (starting with the stage of appearance of the A-vortices) is 
observed in the other known regime of transition — in the N-regime (see for review [8]. It was 
also found [8,11,12] that this scenario of development of the coherent structures is very similar 
to that observed in the developed turbulent boundary layer and, consequently, this scenario 
represents a rather universal mechanism of the turbulence production. 

A number of very important questions, however, are still not clear in this scenario and need 
additional study. The present experiment was carried out in order to clarify some of these 
questions. 

2. EXPERIMENTAL PROCEDURE AND BASIC-FLOW STRUCTURE 

2.1. Experimental procedure. The experiments were conducted in the boundary layer 
on a flat plate in a low-turbulence water-channel of the State Key Laboratory for Turbulent 
Research of Peking University at the free-stream velocity U0 = 16.8 cm/s and the turbulence 
level about 0.06%. A sketch of the measurements is shown in Fig. 1. The plate was mounted 
vertically in the test-section of the channel under the zero angle of attack. It had a flap that gave 
possibility to control the position of the attachment line at the plate nose. 

The instability waves, having controlled frequency and spanwise-wavenumber spectrum, 
were excited in the flat-plate boundary layer by means of a new generator (see Fig. 1) created 
on a basis of a slit source designed in [13] and used later in different air flows (for example in 
[10]). The source was positioned at a distance* = xs = 200 mm from the plate leading edge. It 
represented an insert in a form of a parallelepiped mounted flush with the plate wall. The inner 
volume of the insert was separated into several chambers by means of a semi-permeable baffles. 
With the help of the plastic pipes the chambers were connected to loudspeakers which produced 
the pressure fluctuations inside the chambers. In the cover of the insert (from the working side 
of the plate) a narrow slit was made which provided a communication of the fluid in the 
chamber and in the boundary layer. The signals of the loudspeakers were harmonic in time and 
generated by a computer with the help of an analog-to-digital converter and a power amplifier. 
During the experiment the parameters of the source were varied and optimized in order to obtain 
some required regimes of the disturbance generation (see below). 

The main studies of the flow structures were performed by means of the hydrogen-bubble 
visualization technique. The bubbles were introduced into the flow with the help of a thing 
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tungsten wire (about 40 microns in diameter) positioned in the boundary layer at various 
distances from the wall and from the disturbance source. The flow patterns were documented 
by means of a CCD video-camera and a high-speed cinecamera. The hot-film anemometer was 
used for measurements of the streamwise component of the mean flow velocity and the velocity 
fluctuations inside the boundary layer. The LDV system was employed for measurements of the 
mean-velocity distributions outside the boundary layer. The LDV was used also for the hot-film 
probe calibration. 

/Loudspeaker UIU 

U„=16,8cm/s 
f=2,00Hz 

6=5T7nim 
4   y/6,  5 

Fig. 1. Sketch of water channel, experimental model,     Fig. 2. Mean velocity profiles without excitation, 
and disturbance source 

2.2. Basic-flow structure. The measurements performed in the free stream had shown 
that the mean flow velocity over the plate was independent of the spatial coordinates with a high 
accuracy, i.e. the potential flow was 2D and had a zero pressure gradient. 

4 

»I 
mm   3 

°   Present experiment 
 Blasius 

—■ Shifted Blasius 

 1  

0 200 400 600 x, mm        800 

Fig. 3 Boundary-layer displacement thickness versus streamwise coordinate without excitation. 

Shown in Fig. 2 are the mean velocity profiles measured by the hot-film at several 
downstream distances in the absence of the disturbance excitation and presented in the non- 
dimensional coordinates, where öi is the boundary-layer displacement thickness. The theoretical 
Blasius profile is also shown in Fig. 2 for comparison. It is seen that under the conditions of 
the present experiment the flow corresponds with a high accuracy to the Blasius boundary 
layer. The streamwise distributions of öi (Fig. 3) corroborates this conclusion. The 
experimental distribution agree very well with the theoretical one if to take into account a virtual 
position of the plate leading edge displaced downstream by Ax = 120 mm. 

2.3. Regime of main measurements. The main regime of the disturbance excitation 
was chosen in a way that it would be close to the regimes studied in the previous experiments in 
air (see for instance [4,5]). The primary instability wave generated by the source was almost 
two-dimensional, harmonic in time, and weakly modulated in the spanwise direction. The 
frequency of excitation was 2.0 Hz and the initial amplitude of the instability wave was about 2 
% in the first streamwise position studied x = 250 mm (x - xs = 50 mm). As a result, the 
transition scenario observed in the boundary layer corresponded to the ^-regime of breakdown. 
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In vicinities of the local (in span) maxima of the disturbance amplitude (the so-called peak 
positions [3]) a formation of the A-structures was observed as usually. Their subsequent 
development, an appearance of new structures, and a beginning of the flow randomization were 
studied in detail by means of the hydrogen-bubble flow visualization. 

3,0' 
j,                              •   x = 250, 7. = -20.7 mm 

A\,% I \                         •  x = 250. z = 0 mm 

2,0' 
JJLI                           f = 2.00Ilz 

1,0' 

• x = 2.V) z = -».7mm 
— ftlasius 
-— i = 2S0. i = 0 mm 

4 -y/d,  5 

Fig. 5. Mean velocity profiles measured at "initial" 
downstream position in presence of excitation. 

0 2 4 6    y,mm 8 

Fig. 4. Amplitude profiles for fundamental mode at 
"initial" downstream position. 

3. MAIN RESULTS OF STUDY 

3.1. Flow in "initial" section. Shown in Fig. 4 are the normal-to-wall profiles of the 
fundamental wave amplitude measured by the hot-film anemometer at in an "initial" downstream 
section (x = 250 mm) in the peak position (z = 0) and outside of it (z = -20.7 mm). In the 
"initial" section the disturbances are almost harmonic in time and weakly disturbed by the 
second and third frequency harmonics. The profiles have a shape typical for a nearly two- 
dimensional linear Tollmien-Schlichting wave. However, the disturbance amplitude is already 
so large here (about 2.7% at z = 0) that the non-linearity is quite significant. In particular, the 
presence of the perturbations results in a distortion of the mean velocity profile in the vicinity of 
the peak position (Fig. 5). Although outside of this region the mean velocity profiles remain in 
the "initial" section very close to the Blasius one (Fig. 5) despite the disturbance amplitude is 
also rather large here (about 1.7%). The spatial distributions of the mean and instantaneous 
flow velocities, the shape of the time-traces, and the disturbance amplitudes and phases were 
studied in detail for the ff-regime of breakdown in previous experiments (see for instance 
[14,15]). In the present study the main attention was concentrated on the flow visualization. 

Fig. 
300 350 4Ö0   x, mm   450 

6. Formation of A-structures from initial quasi-2D instability wave. 

3.2. Formation of A-structures. The initial stage of the disturbance development is 
characterized by a process of formation of the A-structures typical for the boundary layer- 
transition at all and for the ÄT-regime in particular. This process is illustrated in Fig. 6 obtained 
by means of the flow visualization in the (x,z)-plane with the cathode-wire positioned parallel to 
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the wall at x - xw = 250 mm and y = yw = 1.0 mm. The picture demonstrates visually the 
process of an appearance of the A-structures from the primary (almost two-dimensional) 
instability wave. The light regions correspond to the places of concentration of the hydrogen 
bubbles which are accumulated (at the initial stages) mainly inside the nonlinear critical layer 
visualizing the instability wave front that starts to warp (see for example [16]). 

3.3. Appearance of ring-like vortices. In the present experiment a process of 
multiple (at least 7 -f- 8 times or more) reconnection of the A-vortex "legs" in a vicinity of its tip 
was clearly observed and documented for the first time. It is found that this process results in 
formation of a series of ring-like vortices with a new eigen spatial (and temporal) scale that is 
very close to a characteristic local scale of the boundary layer, i.e. to öi. The whole process is 
very visually seen in the video film that will be shown at the conference during the talk 

440 400 •    480    x,mm   440 
Fig. 7. Formation of first (a) and second (b) ring-like vortex. 

... The beginning of formation of the ring-like vortices (appearance of the first 2 vortices) is 
illustrated in hg. 7. The pictures are obtained at two consecutive time moments with the 
cathode-wire positioned parallel to the wall at xw = 250 mm and yw = 1.0 mm. The appearance 
ot the first and second vortices is very well seen in Fig. la and lb respectively. The ring-like 
vortices displace very quickly towards the external edge of the boundary layer and represent 
very stable formations (the coherent structures), called in [5] CS-solitons (see also 
introduction). At the same time, it is necessary to note that in the previous studies the spatial 
shape of the nng-hke vortices was observed only in the results of the direct numerical 
simulation obtained in the Stuttgart-University group, meanwhile in experiment an information 
about them was obtained in the peak plane only (at z = 0) where a pair of contra-rotating 
vortices (corresponded to a section of the ring-like vortices by this plane) was observed. 

It is iound in the present experiments that the process of quasi-periodic reconnection of the 
A-vortex legs continues for a rather long time. The first ring-like vortices start to appear in the 
region x~ 450 mm and their generation proceeds almost to the end of the region studied (at 
least up tax = 650 mm), i.e. for a more than 100 boundary-layer displacement thicknesses. 

J.4. Appearance of steady streamwise structures. Another very interesting 
phenomenon detected and investigated in the present experiment is a process of formation of a 
S7V $1uy ftreamwise structures. This process is displayed in a deep stationary 
modulation of the streamwise component of the flow velocity observed near the wall at late 
flK?H eVp-°PrnL°-th! A:v_°rtices-The formation of the steady streamwise structures is 
illustrated m Fig. 8a obtained with the cathode-wire positioned at xw = 350 mm and vw = 0 5 
mm. The structures appear in a vicinity of the peak position (z =0) but, in contrast to the ring- 
2LV0 '}■ 7 3r! 0rmed Very near the walL O" the flow visualization pictures the 
h^ZZ^ d*Plav

f
ed as a very narrow strip of a low-speed fluid in the peak position with a 

high concentration of the hydrogen bubbles. At the sides of this strip two wide streaks of a 
high-speed fluid are formed with a rather low concentration of the bubbles (Fig. 8a) Farther 
from the peak position the flow velocity decreases again and the concentration of the bubbles 
increases. These structures are weakly modulated in time with the fundamental frequency 
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Formation of very similar vortices was found at late stages of the AT-regime of transition in 
some DNS calculations of the Stuttgart group. The steady streamwise structures found in the 

560 600 640 680 x, mm 560 600 640 680 x, mm 
Fig. 8. Appearance of streaky structures in near-wall region (a) and beginning of their breakdown (b). 

present experiment look also very similar to the 'streaky structures' investigated in previous 
experiments devoted to the 'bypass' transition at high levels of the free-stream turbulence (see 
for example [17,18]). At the same time, these structures have never been observed in the two 
known "normal" regimes of the boundary-layer transition, neither in the AT-regime nor in the Af- 
regime. The observation of formation of the near-wall streaky structures at late stages of the K- 
regime of transition is an additional evidence of a similarity between the physical mechanisms of 
the turbulence production in different transitional boundary layers, as well as between these 
mechanisms in the transitional and the developed turbulent near-wall flows. [In the turbulent 
boundary layers the streamwise streaky structures are also observed in the near-wall region in 
numerous experiments, as well as in the direct numerical simulations.] 

3.5. Beginning of the flow randomization. The visualization gives possibility to 
obtain a very important additional information about the ways of breakdown of the periodic 
stationary structures occurred at final stages of the Af-regime of transition. In the previous 
studies several possible mechanisms of amplification of some non-periodic (i.e. non-coherent 
with the primary instability wave) perturbations were suggested. In particular: (a) a breakdown 
of the Q-vortices [1 ] found in a vicinity of the A-vortex tip; (b) a local "secondary" instability of 
the high-shear layer leading to formation and "multiplication" of the spikes [3]; (c) a 
"secondary" instability of the A-vortex "legs" [19], (d) a low-frequency breakdown of the 
deterministic flow in a near-wall region at the peak position under the A-vortex [14], and (e) a 
growth of low-frequency background perturbations with a continuous frequency spectrum due 
to their resonant interaction with the deterministic disturbances [20]. In the present experiment it 
is clearly shown that the mechanisms (a), (b), and (c) are not observed in the transition studied. 
The A-structures are found to develop downstream in a deterministic way. During this 
development in the near-wall region they are transformed into a system of streamwise quasi- 
stationary structures, while in the outer part of the boundary layer they produce a series of the 
ring-like vortices associated with the CS-solitons. The Q-vortex, described in [1], represents 
just an initial stage of formation of the first CS-soliton after which the second, third, and others 
appear in a similar way due to a multiple reconnection of the A-vortex "legs". All ring-like 
vortices are very stable and conserve their main properties until very late stages of the transition 
process, including the stages of formation of the developed turbulent flow. 

In the present experiments a growth of non-periodic perturbations was found at rather late 
stages in the near-wall region at the peak position under the CS-solitons. This fact is illustrated 
in Fig. 8Z> that was obtained at the same conditions as Fig. 8a but at another time moment. First 
non-periodic perturbations look like waves which are asymmetric with respect to the plane of 
symmetry of the A-structure and have a characteristic streamwise scale close to a streamwise 
distance between the ring-like vortices. These perturbations appear in a low-speed fluid streak 
(around z = 0) and are amplified with portions in an intermittent way. Such intermittent 
character of the these disturbances testifies, most probably, to their origin from some 
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background perturbations of the water channel. The visualized non-periodic disturbances have a 
shape of meanders or spirals (Fig. 8a). These observations are in consistence with the results of 
experiments [14] (way (d) of the randomization) and provide an additional information on the 
mechanisms of the turbulence production at late stages of the transition. 

Conclusions 

Thus, the results obtained in the present experimental study help to advance significantly in 
understanding the physical mechanisms of the turbulence production at late nonlinear stages of 
the laminar-turbulent transition and testify to a similarity of these mechanisms in different 
regimes of the transition, as well as in the developed turbulent boundary layer. 

This study was supported by the Russian Foundation for Basic Research (Grant No 96-01- 
00001c) and Chinese Natural Science Foundation." 
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AN EXPERIMENTAL STUDY OF HYPERSONIC FLOW STABILITY 

A.A.Maslov 
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630090, Novosibirsk, Russia 

INTRODUCTION 

The studies of stability of hypersonic flows attract researchers' attention primarily in 
connection with creation of hypersonic flying vehicles. Along with applied interest, these 
studies have a fundamental significance because they are directly related to the problem of 
turbulence origin. The wave processes that change the flow regimes at hypersonic speeds are 
much more versatile than for sub- and supersonic speeds. In fact, all characteristic features of 
sub- and supersonic instability are inherent in hypersonic flows, along with specific phenomena 
typical of only hypersonic flows. There are few experimental studies of instability at high Mach 
numbers, probably, because they are complicated and expensive. 

In the present review we deal with the study of stability of boundary layers. The major 
work in this direction has been performed in the USA. The research has been conducted for 
more than three decades. The latest achievements are published in [1,2]. Recently the first 
experiments have been performed in Germany and in Russia [3,4]. The evolution of natural 
disturbances has been studied in all these works, i.e., the disturbances arising in the boundary 
layer without any interference of the researcher. 

More informative is the simulation of unsteady wave processes using artificially 
introduced disturbances. A point source is often used to generate the disturbances. This source 
introduces a wave packet of specified frequency into the boundary layer. Such a packet (which 
is commonly called a wave train) consists of many inclined waves. The development of this 
wave train in the boundary layer is usually registered by a hot-wire anemometer. As a result, 
three-dimensional distributions of pulsations are obtained, which are decomposed into a 
Fourier series. The resultant wave spectra are used for stability analysis. This approach is 
frequently used at IT AM SB RAS for sub- and supersonic velocities [5,6]. 

Let us consider in more detail the prospects of instability simulation at hypersonic flow 
speeds. 

STABHJTY OF HYPERSONIC BOUNDARY LAYER 

Flat plate. The first successful application of wave trains for the study of linear stability 
of the boundary layer on a flat plate for M=6 is presented in [7,8]. The measurements were 
taken in the hypersonic wind tunnel T-326 of ITAM SB RAS. These measurements did not 
reveal any unexpected results. The hot-wire measurements of eigenfunctions of the mass flow 
fluctuations showed that the main portion of fluctuations is concentrated near the outer edge of 
the boundary layer. Besides, the eigenfunctions of artificial disturbances coincided with the 
measurements of natural disturbances. The phase velocity was determined from the phase 
measurements; it turned out to be C=0.85, which was in good agreement with theoretical 
concepts. The measurements were taken only for low-frequency disturbances of the first mode, 
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and a comprehensive spectral analysis of these results could not be performed because of a 
large wavelength of these disturbances. 

The first studied revealed also the difficulties related to this approach. Firstly, it is 
difficult to organize a point source of artificial disturbances. Because of low static pressure, a 
spark, electric discharge transforms into a glow discharge and occupies an extended region. 
Some difficulties are also involved by modeling of high-frequency (hundreds of kHz) 
disturbances, whereas they are of special interest because they determine the second, most 
unstable mode in a hypersonic boundary layer. 

Cone with a flare. Artificial disturbances were more successfully used to study the 
boundary layer stability on a cone model with a flare, also for M=6 in the same wind tunnel T- 
326 [9]. Prior to experiments, the mean flow was carefully studied, the separation region was 
determined, the development of natural disturbances in the boundary layer in the separation 
region was examined, and the eigenfunctions and pulsation spectra were obtained. It was 
shown that the main fluctuations are concentrated in a narrow region near the upper edge of 
the boundary layer. From the changes in disturbance spectra downstream, three typical regions 
(low-frequency, medium-frequency and high-frequency ones) are identified. Low-frequency 
disturbances in the separation region increase slowly (by approximately 1.5 times). 
Disturbances in the medium-frequency region are neutral. High-frequency pulsations in the 
separation region increase strongly (by about a factor of 5). After the reattachment, 
disturbances of all frequencies increase, which indicates the beginning of the boundary layer 
turbulization. 

Artificial disturbances were introduced by a high-voltage point discharge located on the 
conical part of the model. The evolution of artificial disturbances in the boundary layer of the 
cone and in the separation region was studied. Artificial pulsations were introduced with the 
frequency of 40 kHz, which corresponds to the region of medium frequencies from the 
measurements of natural disturbances. Wave spectra were obtained, and wave vector 
inclination angles were estimated. Upstream of the separation region, in the cone boundary 
layer, the behavior of the wave spectra was in lin with traditional notions. Inclined waves with 
about 60 degree inclination angle of the wave vector to the main flow were identified in the 
wave train. The onset of two-dimensional disturbances in the separation region was shown, 
which was apparently related to a high receptivity of the boundary layer in the inhomogeneous 
region. Phase velocities of disturbances were estimated, which showed that acoustic 
disturbances prevail at small wave vector inclination angles <55 degrees, and Tollmien- 
Schlichting waves prevail at high angles. 

The analysis of wave spectra of artificial disturbances allows one to suppose that 
nonlinear processes with the formation of asymmetric wave triplets begin for the examined 
flow regime downstream of, the reattachment region. Special experiments are required, 
however, to verify this assumption. It is necessary to watch not only the fundamental 
harmonic, as it was done in [9], but also the subharmonics. 

A possibility of determining the mechanisms of flow turbulization is another merit of the 
method of artificial disturbances. 

RECEPTIVITY OF HYPERSONIC BOUNDARY LAYERS 

Artificial disturbances were successfully used in the study of the boundary layer 
receptivity near the leading edge of a flat plate to external acoustic disturbances for M=6 in the 
tests in the wind tunnel T-326 [10]. 
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The receptivity to waves incident onto the leading edge from below was studied. A 
source plate with a generator of artificial disturbances was used to create determined acoustic 
waves. The generation of these disturbances is accompanied by the irradiation of acoustic 
waves into the external flow. The source plate was located upstream of the examined plate in 
such a way that the generated acoustic disturbances were incident onto the leading edge of the 
examined plate from below. The disturbances incident onto the leading edge induced waves in 
the boundary layer of the examined plate, which were coherent with the generator of the 
source plate. The measurements were taken upstream of the leading edge of the examined 
plate and in its boundary layer. The measurements allowed for calculating the transfer 
functions: the ratio of the signal amplitude in the boundary layer to the amplitude of the signal, 
that invoked it, near the leading edge. Such an approach makes it possible to determine the 
initial conditions for the development of boundary layer instability. 

Two different source plates were used in the experiments. The first plate had a point 
generator. A small orifice was made in the surface of the source plate, with a periodic high- 
voltage discharge being ignited in the chamber beneath this orifice. This generator created a 
complicated field of disturbances in the free stream, due to a wave train developed in the 
boundary layer of the source plate. Careful investigations of the radiation field showed that 
these waves are acoustic and propagate along the Mach contours, and the wave vector of these 
disturbances is mainly directed normal to the flow. The absolute value of the receptivity 
coefficient to these disturbances was about 0.6 and depended on the orientation of generated 
waves. The waves excited in the boundary layer of the examined plate with the maximum 
amplitude had the wave vectors with about 60 degree inclination to the main flow in the model 
plane. 

The second source plate had a two-dimensional generator. It consisted of two flat 
electrodes flush-mounted with the surface of the source plate. This generator produced two- 
dimensional waves both in the boundary layer of the source plate and in the external field. 
Their wave vectors were mainly directed in the streamwise direction. Two-dimensional 
disturbances were also generated in the boundary layer of the examined plate. The absolute 
value of the receptivity coefficient to these waves was much higher than in the first case and 
roughly amounted to 3. These results are in agreement with the conclusions of the theoretical 
paper [11], in which it was shown that the maximum receptivity coefficient is observed to 
acoustic disturbances with zero angle between the wave vector and the flow direction. Li this 
case, the waves penetrate completely into the boundary layer, thus, causing the resonance 
phenomena and exciting the vortex disturbances, whereas only a part of the wave penetrates 
into the boundary layer because of diffraction. 

The presented results are pioneering and refer only to one special case of the receptivity 
problem. Natural disturbance, involving the change in the flow regime, can be excited by 
roughness elements, steps, and other inhomogeneities of the flow. The receptivity of 
hypersonic flow has not yet been studied for these conditions. 

STABILITY OF HYPERSONIC SHOCK LAYER 

Low Reynolds number flows are formed in usual wind tunnels at high Mach numbers 
(M~20), and the flow instability can be hardly expected in these conditions. However, it makes 
sense to study experimentally the wave processes in such flows, because the theory often deals 
with the limit cases of infinite M, and it is desirable to verify these results. 

The gas density in test sections of hypersonic wind tunnels is usually low, and the use of 
hot-wire anemometry for pulsation measurements is problematic. New diagnostic methods are 
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needed. All this appreciably hampers the measurements. Nevertheless, there are some favorable 
moments. The use of artificial disturbances can be avoided in stability research. The correlation 
length is rather large, and the wave characteristics can be obtained from the measurement of 
spatial correlation. 

A cycle of measurements of characteristics of density fluctuations in a hypersonic shock 
layer on a flat plate was carried out for M=21 and temperature factor Tw/T0=0.26 in the 
hypersonic nitrogen wind tunnel T-327 based at ITAM SB RAS. The measurements were 
performed using the electron beam fluorescence method. For the purposes of investigation, the 
equipment and techniques for measurement and data processing were developed. They were 
adapted for two-dimensional flows under the conditions of low fluorescence intensity [12,13]. 
The techniques allowed one to obtain the mean density profiles and spectral distributions of 
fluctuations across the shock layer, to determine the wave increments, to measure the phase 
velocities, and to estimate the spatial scales of correlation of density disturbances in the x, y, 
and z directions. 

Natural disturbances. The data of measurements showed that for natural disturbances 
the major portion of fluctuations is localized in a narrow region directly below the shock wave. 
The spectra of fluctuations across the shock layer were similar. The measurements of phase 
velocities in the x and z directions showed that waves with the wave vector inclination angle 
less than 20 degrees and high values of the streamwise phase velocity (Cx<0.92) are formed in 
the shock layer for all measured values of examined parameters. 

The values of the streamwise phase velocity of density waves in the external flow lie 
within the same range. However, the wave vector inclination angle in the external flow 
depends substantially on frequency, reaching 80 degrees in the low-frequency region. The 
wave vector inclination angle decreases suddenly when the measurement point passes through 
the shock wave. On the whole, the phase characteristics of density waves correspond to the 
acoustic mode of pulsations. The data on the growth rates in the region of maximum 
fluctuations in the shock layer was measured. A considerable growth of disturbances in the 
high-frequency region can be noted with increasing of the Reynolds number. The streamwise 
and spanwise correlation measurements in the shock layer and in the external flow revealed 
close spatial scales of correlation in the both directions, which testifies to an isotropic character 
of the correlations scales of density disturbances. Their values amount to 0.2-0.25 of the 
reference spanwise flow size. 

Artificial disturbances. A gasdynamic whistle was used to generate artificial 
disturbances of density in the shock layer on the plate. The whistle is a closed cylinder with an 
oblique front face. A gage for pressure fluctuations was placed at the end face of the cylinder, 
its signal being used as a reference signal for identification of the artificial disturbances. 

When the whistle is positioned in a hypersonic flow, intense pressure fluctuations arise 
in its cavity, which are accompanied by fluctuations of the bow shock wave position. The 
characteristics of fluctuations and the flow behind the whistle were studied by the electron 
beam fluorescence method mentioned above [13]. Artificial disturbances were generated in the 
shock layer on the plate at the moment of interaction of the shock wave from the whistle with 
the plate leading edge. The whistle was located under the plate and slightly upstream of its 
leading edge [14]. 

The measurements showed that two-dimensional wave fronts with intensity of (4-40)x 
10" of the free-stream density are formed in the shock layer, their spanwise width determined 
from their half-height varies from 10 to 30 mm depending on disturbance intensity. The 

150 



streamwise phase velocity of disturbances lies within Cx=084-0.28 for all frequencies, which 
indicates and acoustic nature of all the introduced disturbances. The main front is accompanied 
by plane fronts with much smaller intensity and spanwise size, which are adjacent to it on both 
sides. When the measurement point passes from the main front region to the regions of side 
fronts, the phase of fluctuations experiences a 180 degree jump. 

In the y direction, the maximum of fluctuations is in the region lying immediately under 
the shock wave on the plate, which is in qualitative agreement with the measurements of 
natural disturbances. 

It should be noted that the use of gasdynamic whistle distorted the mean flow field. 
When shock wave from the whistle crossed the leading edge of the examined plate, a low- 
pressure region was formed, which possibly led to formation of a vortex flow. The stability of 
a complicated object was actually studied rather than the shock layer stability on a flat plate. 

CONCLUSIONS 

The considered examples show that the use of artificial disturbances in the study of 
stability of hypersonic boundary layers is possible and rather informative. However, there are 
only few works in this direction. Let us enumerate some problems that can be solved using this 
approach. Firstly, this is the study of various modes typical of hypersonic flows. This problem 
is not clear yet, we can recall the contradictions which was mentioned in the paper [3]. The use 
of artificial disturbances could elucidate the mechanisms of nonlinear interaction of the waves. 
There are no such works at all. The study of receptivity is in its infancy and refers to only one 
special case. This problem being solved, the amplitude method, for example, could be 
reasonably used for predicting the transition. The study of the surface roughness effect on the 
behavior of disturbances can be of practical importance. 
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AN EXPERIMENTAL AND THEORETICAL STUDY OF AERODYNAMIC 
HEATING OF A PLATE IN VISCOUS HYPERSONIC FLOW 
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V.N.Vetlutsky 
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Hypersonic motion of a flying vehicle is accompanied by considerable 
heating of its surface. Thus, the problem of constructing numerical algorithms for 
thermal loads acquires much significance. Numerical studies in hypersonic flows 
are especially important, since none of existing facilities simulates real flight 
conditions. 

The heat transfer coefficients calculated using the Full Viscous Shock Layer 
(FVSL) theory are compared in the present paper with those measured by 
calorimetric gages and infra-red imaging system. 

NUMERICAL STUDY 

The objective of the present work is to study the aerodynamic heating on a 
plate within the framework of the FVSL theory in a wide range of governing 
parameters. The FVSL model [1] is an intermediate level of asymptotic 
approximation between the boundary layer and full Navier-Stokes equations, 
apart from all terms of the boundary layer equations, the FVSL equations contain 
the momentum equation in projection onto the normal to the plate and all terms 
of the Euler equations. The FVSL equations, therefore, describe well the entire 
disturbed viscous flow region between the shock wave and the body surface. 

The FVSL equations written in Cartesian coordinate system (x, y), where 
the x coordinate is directed along the plate surface and y is normal to it, can be 
found in [2-6]. 

The slip and temperature drop conditions are used on the plate surface [7] 
(the subscript "w" indicates the surface parameters). The shock wave is assumed 
thin, and the generalized Rankine-Hugoniot conditions are set on it [8] taking 
into account the angle of attack a [3, 6] (the subscript "s" corresponds to 
parameters behind the shock wave). The shock wave position is 
determined by two methods: 
1) from experiment (experimental values of yg are interpolated by a bicubic 

spline); 
2) from the condition of constant flow rate when passing through the shock wave 

»W ä(») **:~fo.„\ 
P»äy\x=    pudy^+l^^äx (1) 

o o i COSP 
(here ys = y/x) is the shock wave equation, u is the x-component of velocity 
vector, p - is the density, a and ß are the angle of attack and the shock wave 
inclination angle, respectively). 
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It is assumed that the flow in the initial cross-section xo is described by the 
boundary layer equations and the shock wave has a constant inclination between 
the leading edge of the plate and cross-section x = x0. The viscous shock layer 
equations are solved by the marching method with respect to the x coordinate 
using the algorithm described in [3]. 

The profiles of velocity, temperature, density and pressure in the entire 
shock layer are obtained while solving the problem. The skin friction coefficient 

Q= f*-Ay=o IQSpJJl and the heat transfer coefficient St (Stanton number) are cy 
calculated on the plate surface. For the slipping boundary conditions, the Stanton 
number takes into account the energy transfer by "friction with slipping" [9]: 

St= k— + un—\^JpJJa)(Has-Hw). Here n, k,   T    are the viscosity, heat 
V   cy        cyj 

conductivity and temperature, respectively; H is the total   enthalpy, the subscript 
"oo" corresponds to the free-stream parameters. 

The FVSL computations v/ere performed on a difference grid with 400 
points along the normal, the step in the x direction was 0.0001. The Prandtl 
number was Pr =^0^ /kx=0.7, the ratio of specific heats was y=1.4. Viscosity 
was approximated by Sutherland's law. 

EXPERIMENTAL TECHNIQUE 

The measurements were performed in the hypersonic nitrogen wind tunnel 
T-327 of ITAM SB RAS for the Mach number M„=21 and unit Reynolds 
number calculated from the free-stream parameters Re!=6xl05 m"1. The 
stagnation pressure was P0=8 MPa, the stagnation temperature was 70=1100 K, 
the uniform flow core diameter was 0.1 m. The flow visualization was performed 
using the electron-beam fluorescence [3]. The heat fluxes to the plate surface 
were measured by calorimetric gages and infra-red imaging system. 

A steel plate with 0.01 m thickness, 0.34 m length, 0.08 m leading edge 
width, and 0.05 m trailing edge width was used for heat flux measurements. The 
leading and side edges of the plate had an angle of 11°, and the leading edge 
bluntness was 0.05 mm. An insert made of heat insulator AG-4V with 0.307 m 
length, 0.012 m width, and 0.006 m thickness was placed at the model axis for 
heat flux measurements. Five calorimetric gages were installed at the axis of this 
insert at a distance of 0.03, 0.06, 0.09, 0.15, and 0.27 m from the leading edge of 
the plate. The calorimetric gages were copper cylinders 1.9 mm in diameter and 
1.7 mm high, flushed with the heat insulator surface and containing a 
thermocouple inside. The plate model was fixed on a rotating device that ensured 
the variation of the angle of attack within 0 ... +5°. 

A modular optical-mechanical scanning infra-red imaging system TV-M3 
developed and manufactured at ITAM SB RAS was used for temperature 
measurements on the model surface [10]. The results obtained were processed 
using the technique described in [11]. The method is based on the finite- 
difference calculation of one-dimensional unsteady differential equations of heat 
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conductivity in the model-fitted coordinate system. The results of infra-red 
imaging are used as the boundary and initial conditions for computations. 

RESULTS AND DISCUSSION 

The calculated and experimental values of the Stanton number for the 
angles of attack a = 0°(a) and 5°(b) are compared in Fig. 1. Curves 1 correspond 
to computations based on the FVSL equations with the shock wave position 
specified by experimental points, curves 2 show the FVSL computations with the 
shock wave detachment which is calculated from the condition of constant flow 
rate (1). The triangles describe experimental data obtained by infra-red imaging, 
and the circles indicate experimental data obtained by calorimetric gages. The 
error in detennining the Stanton number by infra-red imaging is mainly 
determined by the error of model surface temperature measurement and 
uncertainty of heat insulator material characteristics. It is shown in the figure as a 
confidence interval (±28%). This and other figures show the x coordinate related 
to the model length L. 

a<E- 

St 

001 - 

o- 

O0O5- 

o- 

o, 
i 

\ 

b) 

\ 

^ I o £** ta»#*ikv™T 

A 

^=0 =-i= 
i 

=^2 f  1 

' 2 

& 

2 

a) 

1 > 1 1 i 

0.2 04 06 08       x    1.0 

Fig. 1. Comparison of calculated and experimental Stanton numbers 

for M„= 21, Rex = 1,93x10s,  T0 = 1100 K,  Jw=291 K, 
a)   a = 0° and b) a =  5°: solid line - FVSL computations, 
A - St (infra-red Imaging), O - St (calorimetric gages). 

It is seen that setting the shock wave position on the basis of experimental 
points yields more accurate results when calculating the Stanton number, while 
the FVSL equations with the shock wave detachment give slightly underrated 
values of St. 

Using the above algorithm of the FVSL equations with determining 
the shock wave position from the condition of constant flow rate [6], we 
performed parametric calculations in a wide range of governing parameters: 15 < 
Mm £ 25, Rex = 10M06, a = 0°*+15°, 0.05 < TJT0 < 0.26. 
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Fig. 2. Stanton number versus Reynolds and Mach numbers for T0 =1100 K, Jw=291 K, a = 5°. 

Figure 2 shows the Stanton number versus the Reynolds and Mach 
numbers for o=5°. As predicted by the strong interaction theory [12], the 
calculated values of St are proportional to (M«,)3/2 and inversely proportional to 
(Rex)3/4, i.e., St is related to the rarefaction parameter V = Mm^C/Hex by a 
power law: St ~ W2 . Figure 3 demonstrates this dependence for various angles of 
attack a = 0°-s-+15°. The parametric FVSL calculations yield almost linear 
dependence of the heat transfer coefficient on the angle of attack varied from 0° 
to 15°. 

When studying the surface temperature Tw effect, it was found that the 
Stanton number changes weakly (within 5%) in the temperature range Tw =80- 
300 K typical of wind tunnel experiments conditions (fig.4). At the same time, its 
dependence on stagnation temperature T0 is rather significant, which is shown in 
Fig. 5. 

0.10 0.08 0.08 

Fig. 3. St versus the rarefaction parameter 
F = M„A/c7Rfi7: 
1,2,3,4 - a = 0,5,10,15°, 
M„ = 21, T0 = 1100 K,  rw=291 K, 
Re£ = lxlO5. 
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Fig. 4. Distribution of St for different 
values of surface temperature Tv: 
M„ = 21, Rex = 1x10s, a = 5°, 
1 - T0 =1100 K, Tw= 80, 160, 300 K, 
2 - T0 =5800 K, Tw= 80, 160, 300 K. 
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When analyzing the parametric  FVSL computations, we obtained an 
empirical function approximating the results for the heat transfer coefficient: 

St w*= (0.016a + 0.16)[M„A/C / ^ReT] (2) 

(a is taken in degrees). When constructing the approximation function (2), the 
goal was to obtain a unified simplest relationship for the entire range of 
applicability of the FVSL model (15 sM< 25, Rex = 10M06, a = 0°-H-15°, 
0.05 £ Ty/T0 <, 0.26). The accuracy of approximation of the heat transfer 
coefficient reaches 10% on the most part of the plate with V< 0.12 and 20% with 
V> 0.12. 

At first sight, formula (2) is independent of the temperature factor Ty/To. It 
should be noted that like in [13], the Chapman-Rubezin constant C is calculated 
in the present work in terms of the characteristic temperature T. = T0(l+3 

VW/6: -    M'T" C = 
A« Z 

(with the power dependence of viscosity on temperature). Thus, it is C in formula 
(2) that depends on TyJT0 and varies from 0.5 to 1.1 in the present 
computations. 
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The Stanton numbers calculated using the FVSL model (solid lines) are 
compared in Fig. 5 - 8 with the FVSL approximation function (2) (dashed lines) 
for various stagnation temperature T0 = 5800, 2800, 1100 K (for various 
temperature factors TJT0 = 0.05, 0.1, 0.26 - curves 3, 2, 1, respectively, fig.5) 
and for various angles of attack a = 0°-s-+15° (curves 1-4, respectively, fig.6), for 
various Reynolds numbers (fig.7) and Mach numbers (fig.8). It is seen that the 
discrepancy lies within the above mentioned limits. 

The work was supported by the Russian Foundation for Basic Research 
(grant 98-01-00735). 
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AN ANALYTICAL STUDY OF HYSTERESIS AT PLANE SHOCK WAVE 
REFLECTION IN A SLENDER CHANNEL 
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630090, Novosibirsk, Russia 

Let us consider a steady supersonic gas flow which enters a plane channel formed by 
two symmetrically positioned wedges (Figure 1 shows only the upper half-plane of the chan- 
nel). Within a certain range of angles ß (ßw <ß<ßD) of the converging channel, both the 

regular (RR) and irregular (Mach) (MR) reflections of the incident shock wave are possible, 
this is a so-called dual solution domain. The hysteresis phenomenon consists in the following: 
as the angle ß increases from ß0 (ß0<ßN) up to ß, (ßw <ß, £ßD), an RR reflection is 

formed, and when the angle ß decreases from ß2 (ß2 > ßD) down to ß,, an MR reflection is 
observed. This means that both the RR and MR configurations of the shock waves are possi- 
ble for the same value of the angle ß, depending on the history of variation of the wedge in- 
clination angle. 

A possibility of existence of the hysteresis phenomenon of the RR o MR transition 
was discussed in [1] for angles ß within ßw <ß <ßD. An attempt to verify experimentally the 

existence of hysteresis was made in [2]. Finally, the hysteresis of the RR <=> MR transition 
was obtained numerically in the papers [3-5] and experimentally in [6]. Nevertheless, there 
are still many open questions in this problem. The experimental results of [6] were not sup- 
ported by the papers of other authors. Numerous experimental results conducted earlier [7] 
yielded only one solution in the dual solution domain, i.e., rejected the hysteresis. The main 
difficulty in experimental verification of the hysteresis phenomenon is the obtaining of regu- 
lar reflection for angles ß lying within ßw < ß < ßD, i.e., in the dual solution domain. The fail- 
ure in experimental obtaining of the hysteresis can be explained by three-dimensional effects 
in the shock tube [8]. Hornung [9] suggests to increase the wedge angle more rapidly (with a 
higher wedge rotation velocity) to obtain an RR configuration in the dual solution domain. 
Experimental instability of the RR configuration in the dual solution domain was the reason 
for studying the stability of regular reflection. It is known [10] that the regular solution is sta- 
ble to linear unsteady perturbations. Stability of the RR and MR configurations is physically 
grounded in [9], and it is shown in [11] that the RR <=> MR transition satisfies the principle of 
the minimum entropy production. Thus, the existence of hysteresis of the RR o MR transi- 
tion has not been analytically proved yet; there are no criteria (for example, the wedge rota- 
tion velocity) of realization of hysteresis of the RR o MR transition; the unsteady problem of 
gas flow between the wedges with varied wedge inclination angle has not been solved (the 
steady problem has been solved numerically in [3-5]). 

Let us consider the flow in a plane channel formed by two symmetrically positioned 
wedges (Figure 1 shows the upper half-plane of the flow). The following parameters are as- 
sumed known: wedge parameters - length w of the side AG and angle 0; half-width of the en- 
trance cross-section of the channel Y\, free-stream parameters - pressure P\, velocity U\, den- 
sity pi, and the Mach number M, > 1; the gas is polytropic with the ratio of specific heats y. 

© A.E.Medvedev, V.M.Fomin, 1998 
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RR reflection 
Fig. 1. 

MR reflection 

It is known [7,12] that for an angle ß > ß. the RR reflection transforms into the MR re- 
flection (ß. is the critical angle of the RR o MR transition). There are two criteria for the 
angle ß,: 

1) double-shock criterion [7] or von Neumann criterion [12] - ß, = ßw; 2) triple-shock crite- 

rion [7] or detachment criterion [12] - ß. = ß0. In both cases ßD > ßN. 

Let us choose a nondimensional length / as a quantity characterizing the flow with 
varied angle ß, / is the length of the shock wave ^47" related to w (Fig. 1). Let us consider (Fig. 
2) the function / = /,?(ß) - the steady value of the length / when the wedge is rotated around 

the point A. The function / = / (ß) is calculated by the formula 

KM- 
^(wodß) - for RR reflection; 

.^MRjCß) - for MR reflection; 
(1) 

where /„,([*$) = ft/w)/sinß,  /,,(MR)(ß) is determined using the approximate-analytical 

model [13,14] or the less accurate model [15]. 
Let us consider the unsteady process of wedge rotation around the point A with almost 

constant angular velocity © = dQ/dt (oo > 0 denotes the clockwise rotation), i.e., da/dt«1. 
The angle ß (the inclination angle of the shock wave A Tat the point A) is uniquely determined 
from the wedge angle 0 using the formula [12] 

ctge = (V + 1)M? 
t-1 tgß- (2) 2(Mfsin2ß-l)" 

The wedge rotation velocity CD given, we can then determine the functions 

e = e(r;a>),     ß=ß(f;a)). (3) 

When the wedge is rotated around the point A with velocity co, the length of the shock wave 
AT does not depend directly on time t, i.e., 

/=/(M, (4) 
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since t can be excluded from the right-hand part of (4) using (2) and (3). 

0.4 4 

Fig. 2. Steady value of the length of the shock wave .dr. 

The function / = l(ß,(o) should satisfy the differential equation 

dI/dt = F(l,$. (5) 

The time dependence can be excluded from the right-hand part of (5) using relations (2) and 
(3). An explicit parametric dependence of the function Fon the rotation velocity © can be ex- 
cluded using (4). The parametric dependence on the wedge rotation velocity oa implicitly en- 
ters the right-hand part of (5) via the function ß = ß(/; oa), which can be obtained by inversion 
of the function (4). To determine the function F, one has to solve the problem about the 
wedge rotation with the angular velocity CD - this will be done below. Prior to solving the 
problem, however, we can draw some useful conclusions based on the properties of the func- 
tion F. Since the problem of wedge rotation has only two steady-state solutions to (1) - regu- 
lar and Mach reflection, the function F is larger than zero everywhere except for the steady- 
state solutions- curve / = /,,(ß): 

F(/,ß)=0, for/ = /,$}, 

F(/^)*0,for/*/j3); 

Let us consider possible trajectories of the function / = /(ß) in the plane (/,ß) when the 
wedge is rotated around the point A. Let us represent the left-hand part of equation (5) in the 
form 

dl    81 d&   / s    dl da 
dt    öß dB   w   da dt (6) 

For the first term in the right-hand part of (6): the first multiplier is the trajectory of variation 
of the shock wave length / in the plane (/,ß); the second multiplier is determined from (2), it is 
positive within the considered range of angles ß and 6; the third multiplier is the wedge rota- 
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tion velocity. The second term in the right-hand part of (6) can be neglected because it is very 
small: the first multiplier, as it will be shown below for the RR reflection, is small, i.e., the 
length of the shock wave A T changes only weakly with changing the wedge rotation velocity; 
the second multiplier is small due to almost constant velocity of wedge rotation. If the wedge 
rotation velocity is ©(*)*0, then the trajectory / = /(jß) has steady points (points where 
9//dß = 0) only on the equilibrium curve / = /,,(ß). 

Let us consider possible trajectories in the plane (/,ß) with rotating wedge (Fig. 3: thin 
curve - / = /,,(RR)(ß); thick curve - / = /,,(MR)(ß)). 

Fig. 3. 

Let the point Pi lie on the RR branch of solution (Fig. 3a). Rotating the wedge anti- 
clockwise (to > 0), we try to reach the point P2 which is also located on the RR branch of so- 
lution. Possible trajectories in this unsteady process are trajectories I and 2 (Fig. 3a). There 
exists a critical rotation velocity ©t(ß) that ensures the motion in the triangle P\bP2 for the 

RR reflection - ooi(RR)(ß). If the rotation velocity is ax ©fc(RR), then the motion occurs from 

the point Pi to the point P2 along curve 2 lying in the upper triangle P\bP2 (Fig. 3a). If the 
wedge rotation velocity is © > ©t(RR)> the motion trajectory leaves the triangle P\bP2 (curve 3 

in Fig. 3a), and further motion follows curve 3, the point P2 is not reached, and the motion is 
finished at the point P3 on the equilibrium curve of the MR reflection (Fig. 3a). 

Let the point Pi lie on the MR branch of solution (Fig. 3b). Rotating the wedge anti- 
clockwise (a><0), we try to reach the point P2 which is also located on the MR branch of 
solution. Possible trajectories in this unsteady process are trajectories I and 2 (Fig. 3b). There 
exists a critical rotation velocity ©^(jß) that ensures the motion in the triangle P\bP2 for the 

MR reflection - ©^MR^). If the rotation velocity is © > {0t(MR)) then the motion occurs from 

the point Pi to the point P2 along curve 2 lying in the upper triangle Pi*P2 (Fig. 3b). If the 
wedge rotation velocity is © < ©t(MR), the motion trajectory leaves the triangle Pi*P2 (curve 3 

in Fig. 3b), and further motion follows curve 3, the point P2 is not reached, and the motion is 
finished at the point P3 on the equilibrium curve of the RR reflection (Fig. 3b). 

Thus, the hysteresis of the RR o MR transition is realized if the wedge rotation veloc- 
ity satisfies the condition \co(t} < |©*(ß)|, i.e., there exists a limiting velocity of wedge rotation 

©t(jß) for hysteresis realization. 
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The qualitative pattern of transformation of the shock wave AT is presented in Fig. 4 
for wedge rotation around the tip. The numerals 1, 2 and 3 denote sequential stages of the 
wedge rotation. If the wedge rotation velocity is <B > 0, then the shock wave of steady RR re- 

flection (Fig. 4a - 1) begins to bend (Fig. 4a - 2), and the angle ß increases. For angles 

higher than the critical angle ß > ßD the regular reflection is not possible, and a triple configu- 
ration is formed (Fig. 4a - 3). Inversely, if the rotation begins from the MR reflection with 

negative velocity co<0, the shock wave AT bends to the opposite side (the angle ß de- 

creases - Fig. 4b - 2). With further rotation of the wedge, the angle ß becomes smaller than 

the critical angle ß < ßw, and the Mach reflection transforms into regular reflection (Fig. 4b - 

3). The motion along curve 1 (Fig. 3) is not observed when the wedge is rotated with almost 
constant velocity. Since on curve / the shock wave length is / > /e,(RR) for the RR reflection 

and, inversely, for the MR reflection /</^MR), this is in contradiction with the variation of 

the length of the shock wave AT in Fig. 4. Thus, when the wedge is rotated around its tip, a 
continuous transition of the shock wave configuration from RR to MR and back is observed 
in the dual solution domain. 

co>0 

Fig. 4a 

<D<0 

Fig. 4b. 

Let the wedge be rotated (Fig. 5a) around the tip (point A) with velocity ©(/)> 0. The 
Hayes similarity in aerodynamics is known [16]: a supersonic flow around a thin body with 
thickness yw < 1 is mathematically identical to the problem of an unsteady one-dimensional 

flow with accuracy to magnitudes of the order 0\y2
w). This motion is observed ahead of a 

piston moving with velocity proportional to the inclination of the aerodynamic surface. Let us 
use this aerodynamic analogy for the mathematical transition from a rotating wedge (Fig. 5a) 
to a curvilinear wedge (Fig. 5b). The value of wedge curvature yw (in the local coordinate 

system (xy) - Fig. 5b) is proportional to the wedge rotation velocity yw(x) = d^x2, where 

dx = (D/(2C/2) , t/2 is the velocity behind the shock wave AT (Fig. 5a). 
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Let us consider a uniform supersonic flow around a curvilinear wedge. The attached 
shock wave AT becomes curved (the shock wave AT in Fig. 5b), and a vortex flow arises 
behind it. Since the curved surface of the wedge differs insignificantly from the flat surface 
(rf,2 «1), we can use the linearized theory of vortex flow. The linearized problem for a su- 
personic flow around a curvilinear wedge (ogive) was solved in [16]. 

Fig. 5. 

Applying the solution of [16] to a curved wedge (Fig. 5b), we find the length of the 
Shockwave AT 

(7) /=/(M 
and the incidence angle of the shock wave AT onto the symmetry plane 

P=PM- (8) 
The found solution (7), (8) has the following property: the inclination angle ß of the shock 

wave AT ätthe point ¥ (Fig. 5b) is larger than the angle ß and /(p»</,g(RR)(ß) for a»0. 

For experiments [6], when the wedge was rotated with velocity © = 0.57V' and the 
angle was ß = 35°, the shock wave length / decreases only by 0.00085% in comparison with 

the equilibrium length, and the angle is ß = 35.00005°. This is related to the fact that the 
wedge rotation velocity is small in comparison with the main flow velocity (the parameter 
dy= 3.824 xlO"7). 

The proposed model allows one to estimate the value of the critical velocity öi(SR)(ß), 
i.e., the maximum velocity with which the wedge can be rotated to pass from the point Px to 
the point P2. The critical velocity ooi(ER)(ß) depends on the distance between the points Px and 

P2 (Fig. 3a). The function cot(RR)(ß) for the data of [6] for two arbitrary points Pi and P2 lying 

at a distance no less than Aß = 0.001° - curve /, Aß = 0.01° - curve 2, Aß = 0.1° - curve 3 is 
plotted in Fig. 6. An increase of the distance between the points P, and P2 increases the criti- 
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cal velocity (curves 1,2 and 3 in Fig. 6). A typical feature of behavior of the critical velocity 
is a monotonic decrease down to zero as the angle ß is increased. This explains why it is not 
possible to obtain regulär reflection with ß -> ßD in computations [3-5] and experiments [6], 
since even a small wedge rotation velocity leads to transition from regular to Mach reflection. 
An overrated value of the critical rotation velocity is due to the fact that the proposed model 
(Fig. 5) is valid only for a low velocity of wedge rotation. 

It is seen from the computation results obtained using the proposed model that an RR 
configuration is obtained for wedge rotation velocities (a < cot(RR). The critical velocity of 

wedge rotation drop down to zero with increasing the angle ß, and for any finite velocity 
03 > 0 the transition to Mach reflection occurs at ß < ßD. The following statement is valid for 
Mach reflection: an MR configuration is obtained in the dual solution domain when the 
wedge rotation velocity (anticlockwise) is |<a|<|cot(MR3|. If the wedge rotation velocity is 

M > K(MR)| , the transition from MR to RR configuration (curve 3 in Fig. 4b) in the dual so- 

lution domain is possible. The transition was not observed experimentally. This is explained 
by the fact that the model ignores the external disturbances of the flow and three-dimension- 
ality of the real flow obtained in wind tunnels [8]. Thus, the critical velocity is also overrated. 

>(deg. /s) 

40 ß(deg.) 

Fig. 6. 

A model of the RR o MR transition for a wedge rotated around its tip is proposed in 
the paper. It is shown that there exists a critical velocity of wedge rotation: if the wedge rota- 
tion velocity is smaller than the critical value, the hysteresis of the RR o MR transition ex- 
ists. 
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DEVELOPEMENT OF THE OIL FILM METHOD OF SKIN FRICTION 
MEASUREMENT FOR CURVED AND ARBITRARY ORIENTED SURFACES 

R.V. Nestoulia, S.B. Nikiforov, A.A. Pavlov 
Institute of Theoretical and Applied Mechanics SB RAS, Novosibirsk 630090, Russia 

INTRODUCTION 

This paper describes a further development of the optical skin friction measurement 
technique for curved and arbitrary oriented surfaces. Fundamentals of the method formulated 
by Tanner and Blows [1] were further developed in [2-4]. The method is based on the 
registration changes of an oil droplet shape in time. An oil droplet placed on the surface under 
investigation is deformed under the action of a skin friction force defined as 

r(« = 
2P\      .-»  (1) 

where £ is the coordinate along a surface streamline, L is the oil droplet thickness, p and 
v are oil density and kinematic viscosity, respectively, AS is the stream filament width which 
can be presented as 

AS(%) = AS(0)-eo<° 
where d<p/ds is the derivative of the streamline inclination angle <p with respect to the 

coordinate S orthogonal to t,. 
The papers [1-21 contain estimates of the method accuracy of about 10%, which is fairly 

acceptable for this parameter. 
In the previous works, the oil droplet shape was registered using specular reflection 

optical schemes, thus limiting the technique implementation to flat surfaces. Besides, in this 
case, the surface orientation must ensure the registration of the light specular reflected from 
the surface. In this work, a new technique based on a diffuse light interference is presented. Its 
implementation allows one to avoid the constraints of specular reflection optical schemes 
dealing with surface orientation and curvature. 

As follows from eq.(l), to obtain skin friction force, both the registration of changes of 
the oil droplet shape change in time and the detection of surface streamline direction are 
required. A possibility of detecting the surface streamline direction by means of analysing the 
oil visualisation pictures is also discussed in this work. 

l.THEORETICAL JUSTIFICATION OF THIN FILM SHAPE REGISTRATION 
WITH THE USE OF DIFFUSE LIGHT 

The scheme of interference utilising diffuse light is presented in fig. 1. An interrogation 
area of the model surface coated with an oil film is illuminated using radiation 1 spreading 
from diffuser 2. A collecting optics combines lens 3 and stop 4 placed in the lens focal plane. 
The image is collected by a CCD camera 5. A V1005 CCD camera was used to grab fringe- 
image patterns. A video frame grabber developed at ITAM was used to feed the TV frames 
directly into an AT 486/66Mhz personal computer. The number of pictures collected depends 
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on the computer RAM. Eight pictures sized 512 by 256 pixels require 1Mb of the computer 
RAM. 

5") 

il Film 

Fig.l.The scheme of interference utilising diffuse light. 

It is well known that any light wave consists of a number of plane waves spreading at 
different angles (external diffuse lighting). In case of the infinitesimal beam limiting aperture, 
the radiation of only one plane wave spreading from the model surface can pass through the 
stop. This wave will spread from the area under consideration at an angle equal to /'. Such a 
plane wave will form fringe patterns with an interference path difference AL=2nDcos(ij, 
where D is the oil film thickness; n is the oil refractive index, r is the refraction angle. For 
curved surfaces, the angle ;' corresponding to the incident beam of the specular reflection 
scheme is changed in accordance to surface orientation. In general, / is equal to the angle 
between a wave vector and a normal to the surface under investigation at a corresponding 
point. 

Indeed, the beam limiting aperture is not set to zero, thus the CCD camera registers a 
number of fringe patterns formed by plane waves, whose wave vectors lay inside a solid angle 
n defined by the beam limiting aperture radius R and the lens focal length F. The main 
difference between the axial plane wave direction and any other plane wave direction is 
defined as: AI« R/F. It is obvious' that each plane wave forms its own fringe patterns, but in 
case of thin films and small / angle changes, all fringe patterns will agree, and fringe patterns 
of equal thickness will be successfully registered. In our experiments, reliable results were 
obtained by means of "HELIOS -44-2" lens (F=44 mm, relative aperture is equal to 2). A 
setup Used to register the fringe patterns of equal thickness is presented in fig. 2. When 
external diffuse lighting tests were performed, both the light source position and the diffuser 
position were changed in dependence of the ß angle. In case of internal lighting, the CCD 
camera position was not changed. 

Although the external diffuse lighting provides fringe patterns for curved and arbitrary 
oriented surfaces, the technique implementation requires for the incident light to contain plane 
waves which are specular reflected to the collecting aperture from each point of the surface. It 
significantly complicates the experiment. However, the model surface itself can be used as a 
diffuse light source (internal diffuse lighting). If the model surface reflects a fraction of the 
collimated incident light and diffuses the rest of the incoming beam (thus providing internal 
diffuse lighting), the same fringe patterns can be registered. The interference path difference is 
the same, too. A diffuse coating on the model surface creates an impression of internal model 
glowing due to incident light scattered on the surface. Therefore, it is pertinent to use the 
term "internal" diffuse lighting. 
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Fig. 2. A setup used to register the fringe patterns of equal thickness 

Figure 3abc contrasts the differences between the specular reflection scheme, external 
diffuse lighting, and internal diffuse lighting. 

Figure 3a) shows a setup operating in specular reflected light. It can be used only for flat 
surfaces. The collecting optics 4 should be positioned so that to register light 3 specular 
reflected on the surface, which restricts the applicability area of the method. 

Figure 3b) shows a scheme for external diffuse lighting. In this case, the model surface 1 
can have an arbitrary curvature, but since the light is specular reflected on it, the 
measurements can be taken only for those surface portions for which the entrapment of 
specular reflected light 3 from diffuser 5 by the detecting optics 4 is ensured. This allows one 
to take measurements on curved surfaces but restricts the surface orientation. 

Fig. 3. The differences between the specular reflection scheme, external diffuse lighting, and internal 
diffuse lighting. 

In fig. 4 the oil droplet fringe patterns obtained using a common specular reflection 
scheme (fig. 4b) and by means of external diffuse lighting (fig. 4a) are presented. It is clear 
that both patterns are the same, but in case of the external diffuse lighting, there are no 
distortions typical of specular reflection schemes. Thus, if a facility allows the use of specular 
reflection schemes, diffuse lighting should be preferred to light up the model. 

Fig. 4. Oil drop interference fringes, a)- diffuse lighting; b)- specular reflection scheme. 
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Fig. 5. The images of the oil drop modulated by equal thickness interference fringes, a)- internal diffuse lightting; 
b)-external diffuse lighting. 
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Figure 3c) shows a scheme for internal diffuse light. It allows an arbitrary surface 1 
curvature and an arbitrary position of detecting optics 4. However, the scattered light 6 has a 
lower intensity than specular reflected light, thus providing a weaker signal at the 
photodetector (a CCD camera in our case) 

Figure 5 presents the fringe patterns of an oil droplet placed on a copper plate previously 
used' for skin friction measurements with the use of specular reflection optical scheme 
Kornilov (1992). In the case of internal diffuse lighting (fig. Sa ), the light diffusion was 
provided by cupric oxide arised on the model surface. It can be seen that the type of fringe 
patterns does not depend on the type of lighting: internal (fig. Sa) or external (fig. Sb). 

When using the internal lighting, the setup was not changed except for the angle ß. It 
proved a possibility of obtaining fringe patterns on arbitrarily oriented and curved surfaces; 
but due to a weaker signal at the CCD camera, the quality of the images obtained is worse 
than in case Sb. Although a good quality can be obtained with the use of external diffuse 
lighting, its implementation is more laborious, because each model reorientation requires the 
optical scheme adjustment: changing the angle ß requires changing the angle a to provide 
specular reflection. Thus, only the internal diffuse lighting can be used if the facility does not 
allow one to ensure specular reflection (high ß angles, curved surfaces). 

The results obtained provide conclusive evidence that it is possible to obtain fringe 
patterns on curved and arbitrary oriented surfaces using both the external and internal diffuse 
lighting. 

2.SKIN FRICTION REGISTRATION AT HIGH SPEEDS 

A possibility of skin friction registration on curved and arbitrarily oriented surfaces at 
supersonic speeds was shown experimentally. The measurements were taken on cone and 
cylinder models. Since these models are bodies of revolution and they were tested at zero 
incidence, there was no need to have the oil-film visualisation of the limiting streamlines. 
Their positions were determined from the model .geometry. 

T>Pa 200.00 

100.00 

0.00 

15.00 20.00 25.00 30.00 Re«106,1/mm 
Fig. 6. The results of skin friction measurements on a cone (q"lSP) for different values of the 

Reynolds number. 

Figure 6 shows the results of skin friction measurements on a cone (q=15°) for different 
values of the Reynolds number. The boundary layer was turbulent in the region of 
measurements. For comparison, the same figure shows the values calculated from the velocity 
profile. The q is the angle between the axis of the cone and cone outline. The greater 
difference in the skin friction values at the Re=16-106 M"1 results from the boundary layer was 
not completely turbulent. 
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The results of skin friction measurements (Re=2M06 M"1) by the optical method and 
those calculated from velocity profiles on a cylinder in the region of laminar-turbulent 
transition are presented in figure 7. The values obtained by the optical method are in 
agreement with the typical skin friction distribution in the region of transition of a laminar 
boundary layer to a turbulent state. This region is of interest because the calculation based on 
velocity profiles is not always valid, since it requires some preliminary information about the 
boundary layer state. However, the both methods yield similar results in the region where the 
boundary layer state is known in advance. 

T,Pa 160 
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^ - o» Mm method 
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o 20 40 60 mm 

Fig. 7. The results of skin friction measurements (Re=2110* M'1) by the optical method and those 
calculated from velocity profiles on a cylinder in the region of laminar-turbulent transition 

CONCLUSION 

The experiments made showed that is it possible to use diffuse light for skin friction 
registration on curved at arbitrarily oriented surfaces. The use of external diffuse light allows 
one to take measurements on curved surfaces but restricts the surface orientation. The use of 
internal diffuse light allow one to take measurements on surfaces with arbitrary orientation 
and curvature, which considerably extends the area of application of the optical method of 
skin friction registration. 
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THE RESULTS OF ANALYTICAL AND EXPERIMENTAL 
INVESTIGATION OF SWIRLING GAS FLOWS 
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Chelyabinsk State University, 
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This work gives a treatment of swirling (rotationally symmetric), steady, potential flow of 
perfect gas. The given model presents well swirling flow properties with already specified ro- 
tary motion of particles about the flow symmetry axis. The cylindrical coordinate system (r, 
q>, z) with an axis r = 0, coinciding with the flow symmetry axis, is used. The set of the Euler 

of differential and continuity equations on condition that g « V% jr forms the basis of the 

given investigations!!]: 
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Here Vr,Vip,Vz - velocity projections on the coordinate axes, P - pressure, p - mass den- 

sity, g-acceleration of gravity, Vp fr - centrifugal acceleration. 
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Fig.l 
The kinematic model of the flow under investigation is schematically shown in Fig.l. The 

rotary motion of gas particles about the flow symmetry axis is organized at the expense of 
tangential gas inlet into the cylindrical chamber. Its end faces are completely perpendicular to 
the flow symmetry axis and set a limit to the linear dimension on an altitude fin.. Area I is an 
annular space, in which axisymmetric rotary and radial motions of particles are formed. This 
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work fails to give a treatment of the problems of gas flow through tangential channels and 
area I, because it is generaly known in gasdynamics. Further areas II and El follow, in which 
the axisymmetric rotary motion of gas particles goes well with their radial (Vr) and axial (Vz) 

motions respectively. The swirling flow through an outlet cylindrical channel of radius rc is 
accompanied by conversion of the part of a kinetic energy of axisymmetric rotary motion of 
gas particles to a kinetic energy of their axial motion [2]. In consequence, cross - section area 
decreases (Fig.l). It is common knowledge that in the core of swirling incompressible flow 
there is a gas space (i. e. area IV), which is connected with the gaseous environment [3]. The 
numerous experiments in see -through models, which are similar to the schematically shown 
in Fig.l, under various combinations of geometrical parameters, including Afo have shown that 
the angle of the end wall a'- a' with the boundary cylindrical surface of swirling incompressi- 

ble flow is constantly equal to n
2 ■ ™s is established by experiment, that ingress of driven 

flow from the gaseous environment into area IV constantly occurs. It should be noted that 
swirling flow of area m acts as a driving gas flow. This work fails to give a treatment of the 
ejection process. By experiment it have been achieved by substitution of area IV for the cen- 
tral body of dimensions, corresponding to geometrical parameters of area IV [4]. 

By rearranging, we reduce the Euler equations (1) to the Gromeka - Lamb equations obvi- 
s^V fly AT/" AT/" 

ously    involving    the    rotation    components     ar =—- —,     o    =—r--Z—*-i 
rdq      dz 9      dz      dr 

ld(V O    dv 

«z = j. T-- « is known that cor = cOq, = mz =0 holds true for potential flows. 

Besides, by virtue of the condition that d/d<p = 0 for the axisymmetric flow, we have 
dVr     dV      gv 
-^- = -^- = -^r = 0. In consequence, Vr (y) = Const, V^ (a?) = Const, Vz (y) = Const. In 

so doing from the first and the third equalities we get d(V^r) /dr = 0   and 5K„ / dz = 0. 

From this it follows that V^ (z) = Const and r/2n= V^r = Const. The latter is generally 

known in hydrodynamics of swirling flows as a relation which defines the rotary motion of 
particles about the flow simmetry axis by law of constant velocity circulation. The given rela- 
tionships were verified by experiment [4]. The equality for w^ is noteworthy and presents 

one of the generalities of swirling flow. In projection on the meridian plane rz (Fig.l), swirl- 
ing flow may be considered as an analogue of clean flow inside the right angle, which is char- 
acterized by decrease in Vr(z) and increase in Vz(r) [1]. If dVr/dz = dVz/dr * 0, then the 
signs on the derivatives are the same and swirling flow under desired condition will not be 
realized. The second variant of the equality of the same derivatives dVr/dz = dVz/dr = 0 is 
satisfied, if Vr(z) = Const and Vz(r) = Const. It holds true, when VZ2 =0in area II and 

Vr3 = 0 in area m. From this it follows that in potential swirling liquid and gas flows the 

change from the radial (Vr) motion of particles to their axial (Vz) motion takes place at con- 
jugation points of the given flows on condition that VzLVr (Fig.l). As follows from the con- 
tinuity equation (1) in swirling incompressible flow Vr = Const/rand Vz (z) = Const. One 
may assume that the given relationships hold true for swirling gas flows, too. Thus, the ve- 
locity components Vr = f(r) and V9 = f(r) increase towards the core of flow hyperbolicly. 
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In all other respects the velocity components Vr,V(p,Vz as the coordinate functions are con- 

stant. 
As follows from the flow line differential equation dr / Vr = rdy / V^ = dz / Vz   the flow 

lines are logarithmic spirals (dr / r = Vrdy / V^) in area II and helical lines (dz = Vzrdq> / V^) 

in area HI. The given swirling potential flows are known in mechanics of fluids [5]. The 
equation dz = Vzdr / Vr is a differential equation for conjugation line in the plane of rz. It is 
shown as the line a'-b' in Fig.l. hi space of swirling flow they form the parabolic surface of 
revolution. It needs to be considered as a conjugation surface of radial (Vr) and axial (Vz) 
swirling flows. It is a locus of singular points, which are among areas II and in. 

Basically, the gasdynamic model of swirling flow reduces to the differential equation sys- 
tem, which we have obtained from (1) subject to the kinematic conditions cited above: 
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dVz=0   and 

we    get 

Multiplying the first equation for area II through by dr and using the second equation, we 
get the Bernoulli equation in differential form dP / p + VrdVr +V(fdV<p=0. And multiplying 

the first equation for area HI by dr and the third equation by dz and subtracting one from 

other, we get the following equality VzdVz - V^dr / r = -dP / p. Considering it in the planes 

which are orthogonal to the z - axis and for which the change only in V^ with the r- 

coordinate is characteristic, we get the radial equilibrium equation of gas particles in area HI: 

dP = pVydr/r. In so doing from the last equality it follows that 

Vz(z) = Const. Using the second equation in the given equality. 
dP/p + VzdVz + VydVy = 0 - the Bernoulli equation in differential form for area HI. 

In area H we put emphasis on the flat annular stream filament 
of altitude dz. It is bounded by two flat stream surfaces which are 
orthogonal to the z - axis and are formed by flow lines - loga- 
rithmic spirals (Fig.2). During motion of gas particles in area H 
towards the core of flow they cannot pass through the conjuga- 
tion surface in the r- direction. In accordance with condition of 
radial equilibrium of particles and Vr = 0 for area HI they can 
pass through the conjugation surface only in the z- direction. In 
consequence, in area HI the annular cylindrical stream filament 
of thickness dr, to the flat annular stream filament of area H 
corresponds. It is bounded by two cylindrical stream surfaces of 
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radii r and r + dr, which are formed by helical flow lines (Fig.2). During conjugation of the 
foregoing stream filaments the annular cylindrical filament of altitude dz and 
witht/F = 2itrdr as constant normal- section area is formed. One may assume that in passing 
through the conjugation surface gas particles constituting the given filament are characterized 
by three components of velocity Vn V^, Vz on condition that V9 (z) = Const. The momen- 

tum equation in hydrodynamic form may not be applied to the similar filament, the finite di- 
mensions of which are 2nrArAz. The condition VzlVr is the cause of it. The momentum 
equation may be applied only on condition that the filament shrinks to the sizes of gas parti- 
cles and on the assumtion that the velocity component Vr is transformed in the process into 

the perpendicular to Vr and equal to it in absolute value velocity component Vz, Vz'lVr and 

vz   = Yr\ (Fig-2 and Fig.3). Here the centres of mass of particles of the given filament lie at 

singular points which constitute the conjugation surface and are among areas II and m. Thus, 
by analogy with the application of the momentum equation for the 
rectilinear filament with uniform section at the infinitesimal distance 
dz between control surfaces, to the problem in question the applica- 
tion of the momentum equation in differential form is legitimate. The 
last is easily transformed to the Bernoulli equation in differential 
form. The given transformation is expedient to do in view of the con- 
dition Vy(z) = Const. In the final analysis, as applied to the annular 

cylindrical filament Inrdrdz we get the following Bernoulli equation 

in differential form dP / p + d(V2 / 2) = 0. Here V2 in areas H and 

ffl   has   the calculated   values for F2
2 =v} +V2= F2'2 +V* and Fig.3 

2 9 9 
v3 =vz +V<s> resPectively. In consequence, come to the conclusion that gaseous state vari- 
ables in passing through the conjugation surface by its particles vary as the ideal adiabat 

P/ pk = Const, Pr / Pz = (Pr / Pz/. Here Pr and Pz- pressures, Pr and pz- densities in 

the areas H and HI respectively, k- adiabatic exponent. Under condition that P/pk = Const 
the last differential equation integrates between the limits from Pr to Pz and between V2 and 

V3 respectively to the Bernoulli equation (the energy equation in mechanical form) for swirl- 
ing perfect gas flow 

k   Pr    V}    Vl       k   p_    v2    vl 

*-lpr     2      2   . *-lpr     2      2        ' () 

Here the constant C has one and only one value at all points of swirling flow. If 

Vr =VV =VZ =0,then C = -^^ = -J_Är;.Here P*p -Pitotpressure, p^ -stagnation 

density, T*- potential stagnation temperature, R- gas constant. 

Solving the equation (3) for state variables in view of expressions for reduced velocities 

Xr=Vr/akp,     *-<p=V(p/akp,     K=vz/akp     and     for     critical     sonic     speed 
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alp = Jky—RTp , the equations of state Pr /pr = RTr, Pz /pz = RTZ, P*p / P*p = RTp, 

and the following adiabatic relations £ = v^ *-l       p 
and — = 

P 

f~*\ 

{TJ 
k-\ 

, by a number of 

simple manipulations, we get the following equalities for swirling gas flow through areas II 
andm: 

1 

z    p\   t+1 z   * + l */ 

Pz=Pp 11- k + \ V 
1 

(4) 

^-1^*2     k-l.*2]k-l 
TTTXz " tTT^ J    • 

From the results of investigations of discharge characteristics of swirling liquid and gas 

flows [6] on condition that  A* > (r£ - r£) / 2rp it follows that, Vr < Vz at all points of the 

conjugation surface, including points of the circle of radius  rp in section a-a (Fig.l). In the 

final analysis, we come to the conclusion that velocity variable of motion and gaseous state 
variable as functions of space points, in which swirling flow occurs, have a discontinuity at 
points of the conjugation surface. In the process velocity abruptly increases while pressure, 
density and temperature abruptly decrease. By analogy with the gas supersonic shock the 
conjugation surface of subsonic swirling gas flows should be considered an expansion - shock 
surface. It is evident that by the given analogy the expansion - shock-front thickness is com- 

PLMJfaJ mensurable with free path length of molecules. 
Unlike shock, in passing through an expansion - 
shock front by gas particles the entropy remains 

constant S = CV ln(P /pk) = Const (Cv - heat 
capacity at constant volume). It is advisable to 
evaluate the expansion - shock intencity in PI 
numbers:       ?lv=V2/V3,       ?lVrz=Vr/Vz, 

np = Pr/Pz, Plp = pr/pr, Plr = Tr/Tz. 

The formation of expansion shock in sub- 
sonic swirling gas flows is verified by experi- 
ment. The accompanying calculation and ex- 
perimental data (Fig.4) are a distribution in 
static pressure (PrandPz) across swirling air 
flow. The experimental results were obtained by 

F: air blow of model chambers, which are similar 
to the shown one in Fig.l.[7]. Pressures and 
velocity components are indicated by a 6-hole 
Pitot probe [8]. At the points of areas II and m 
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the pressures have been determined at different values of f = r /rt, z = z/ h^ and a geomet- 
rical chamber parameter A^ = Fc / Ft. Here r and z- current position of points, at which the 
static pressures were determined; rt - reference radius of swirling flow; Fc -outlet channel 
area, Ft- total area of tangential channels. The calculated values for Pr and Pz have been 
determined by means of the system of equations (4). As follows from plots the experimental 
data check with calculations well enough. The curve denoting the firm line represents the cal- 
culated values for Pr in area II. As follows from the experimental data for rp <r <rc and 

defined values of z, static pressure decreases abruptly, Pr > Pz (lower test points and dot lines 

fall in area in). The limiting left points of the curves correspond to the values for Pr and Pz 

(Pr > Pz) on the end wall, z = 0. 

References 
1. Köchin N.Ye., Kibel I.A., Rose N.V. Theoretical hydromechanics. - Moscow, 1963. 
2. Politov V.S. Kinetic energy conversion due to axisymmetric rotation of liquid and gas flows to a dynamic head 
due to translation // Theses of papers of All- Union seminar school on microscopic kinetics, chemical and 
magnetogas dynamics. - Tomsk- Krasnoyarsk, 1991 - p.p.51- 52. 
3. Abramovich G.N. Applied gas dynamics. - Moscow, 1953. 
4. Golovin A.G., Politov V.S. Some questions in swirling flow gas dynamics // Some questions of vortex ef- 
fect investigation and its industrial application. -Kuibyshev, 1974 - p.p. 197-200. 
5. Milovich A.Ya. The principles of fluid dynamics. - Moscow - Leningrad, 1933 
6. Politov V.S. Discharge of swirling incompressible flow from cylindrical channel// Dynamics of three - di- 
mensional and non- equilibrium liquid and gas flows - Chelyabinsk- Miass, 1992 p.p.248 - 258. 
7. Gorshenin V.F., Zaikovski V.N., Zaulichny Ye.G, Politov V.S. Experimental investigation concerning the gas 
dynamics of high-speed vortex chambers // Wall jet flows. -Academy of sciences of the USSR Siberian 
branch, Thermophysics Institute. 1984 - p.p.59 - 65. 
8. Gorshenin V.F., Zaikovski V.N. Six- hole Pitot probe for investigation of high-speed three- dimensional flows 
//     Mechanics of high-speed process. Tomsk University, 1989-   p.3-9. 

178 



TURBULENT CHEMICAL REACTING GASES FLOWS THROUGH 
CURVED SMOOTH WALL CHANNELS 

B.V. Rogov *     I.A. Sokolova ** 

* Institute for High Temperatures of Russian Academy of Science 
127412, Moscow, Russia 

** Institute for Mathematical Modeling of Russian Academy of Science 
127047, Moscow, Russia 

1. Introduction 

One of the important problem of computational gasdynamic is the numerical 
calculation of turbulent chemical-reacting viscous flows on the base of full system of 
Navier-Stokes (NS) equations. Numerical methods for such flows are very complicated 
and require very much resources, especially in the case of 3D and 2D geometry of 
channel. The well-known numerical procedures consume a large amount of computer 
time, which is growing up immensely as the number of chemical nonequiulibrium 
reactions increases [1]. For efficient solving the problem it is necessary to derive accurate 
simplified gasdynamic equations and work out fast algorithms with controlled accuracy. 
The objects of this work are: (1) the simplification of the füll NS equations for internal 
turbulent burning viscous flows to 2D parabolic form by neglecting all the small terms 
of order 1/Re and keeping all the terms of higher order. This is in case of the variable 
cross section channel and the curved wall; (2) the improvement of algorithm and 
numerical methods providing fast calculation for both subsonic and supersonic flow 
regimes in nozzle; (3) derivation of the controlled accuracy in numerical computaion of 
the critical mass flow; (4) the numerical investigations of burning mixture in turbulent 
flow through Laval Nozzle. 

2. Simplification of NS in the Adapted Coordinates 

We will assume turbulent chemical reacting viscous gas flows through channel with a 
smooth curve wall without large-scale vorticity. 

The progressive simplification of the full NS equations is possible in relevant system of 
coordinates fitted to the boundaries of channel. The simplified equations for laminar 
flow through channel with variable cross section (Smooth Channel Approximation 
(SmC)) have been proposed in works [2,3]. The model is based on the curvilinear 
orthogonal system of coordinates 

trUx, y> T\=y/yJLA C=<P > 

adapted to the wall shape and   then simplifying the whole sistem of NS gasdynamic 
equations in the adapted coordinates. 

The curvilinear co-ordinates are derived from the differential equation of partial 
derivatives of first order, which is consequence of the orthogonallity condition. The main 
feature of the curvilinear co-ordinates is that the lines are closed to the streamlines of 

The work is supported by RFBR, project No. 97-01-00005. 
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flow, and in the simplest cases they coincide with them (we assume the wall shape of 
channel as a smooth curve without breaks); parameter v/u is a small one (v is the 
transversal velocity, u is the longitudinal velocity in curvilinear coordinates). For all 
that the transformation from the Cartesian coordinates to curvilinear ones and back can 
be performed before the whole gasdynamic equations calculation. 

The hydrodynamic equations in adapted coordinates system are simplified by 
neglecting all small terms of order 1/Re and keeping on all the terms of higher order. 
They are fitted asymptotically in the two cases: (1) Rei »1, r^l0 ~ v0/u0 ~ tgccy,« 
1; and (2) Rer » 1, r0/l0 ~ tga^ ~ 1, V0/K0 « 1, where Rei = p0«oVuo is the 
Reynolds number constructed by a longitudinal specific size l0, Rer = Po^o/Mo is the 
Reynolds number constructed by a transversal specific size r0, u and v are the velocity 
projections on the £ and r| axis correspondingly, p is the mass density, n is the dynamic 
molecular viscosity of mixture . Subscript "o" refers to the specific dimensional values. 
(The intrinsic condition VQ/UQ « 1 due to adapted curvilinear coordinates, means that 
the streamlines are closed to the coordinate lines %=const) 

3. The Simplified Equations System 

Taking into account the dimensionless streamline function ¥ the resulted 
simplified equations SmC for averaged gasdymanic characteristic are the following (the 
bar of mean is omitted). 

The equation for impulse 

ail dn)   önlcd   Re^SnL    5*,U   H 
(l) 

The equation of pressure 

fj+ßyp^o, 

The equation of energy 

(2) 

at 

H  = him + (y-l)«2/2, 

= 0, 

A = £ xjhj>    m = 2 xjmj 

(3) 
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The equation for molar fractions (xt, i=l,...N): 

de,\m dt\)    dr\{m %,)    RerSc;ön.V     % m> 

-fH%HX^-V,)^tKn<[f{x^ -p^-^Kp.nV1 1=0, (4) 
AT n 

where ¥ complies with the following equations 

3T      v„ ST = -yvff§pv. (5) 

Here H^ , Hn, H( are the Lame coefficients; H is the whole specific enthalpy of 
mixture} p is the pressure; xt is the molar fraction of the ith component; Pr is Prandtl 
number; SCJ is the Scmidth number; Kp is the constant of chemical equilibrium; Da, is 
the Domkheler number;   ki, is the chemical reaction constant;    /,,  is the physical 

component of diffusion flow vector J ; v3l and vj, are the stechiometric coefficients, 
ß is the parameter of geometry 

where J?,, is the curvature radius of transversal co-ordinate line r| = const. R^ coincides 
with the curvature radius of wall Rw on the wall of channel and with the curvature radius 
of axis Rsl on the axis of channel. 

For turbulent transport the Sebisi-Smith model is taken. In the interior domain of 
boundary layer the turbulent viscosity |i, is calculated in dimensionless form as follows 

an' 
Nl/2 

,iM = Rer,rf*J- 
H„ 

I = <n 

f 

I-PC-^H (6) 

n = f Hndr\,   n+ = «jReT-2- 

and in the exterior domain as 
IP«, 

du 
K = 0.4,    A* = 26 

u,0 = a,Re,.p 
i 

, a, = 0.0168. (7) 

Here index i and o refers to interior and exterior domains of boundary layer, w refers to 
values on the wall (n = 1) and si to the value on the axis of nozzle (r\ = 0). And we had 
transformed the integral in Eq. (7 ), taking the displacement width of boundary layer as 
the following 

\i,0 = a, Rer p j(ue - u) nH^dr], 
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where r\e and ue are the values of ri and u on the exterior line of boundary layer. They 
can be derived from condition of the proximity of two terms of equation (1), which 
responsible for convective and viscous impulse transfer, or from the condition of 
proximity of the local Reynolds Ke!oc to the unity 

Retoe = Re,pv 
f i ain «y1 , 

si. (8) 
mA#„ ön 

The numerical calculations show identical results of using the two equations in the case 
of monotony profile of velocity (in the area of throat of nozzle). 

The turbulent thermoconductivity is calculated in the same manner. 

4. Direct Task of Laval Nozzle 

We consider a steady-state turbulent flow of viscous, thermal conducting chemical 
reacting gases through axially symmetric nozzle (see fig.l, where the solid line is the 
dimensionless profile of nozzle, 0 is the axis of nozzle). As well known, the critical mass 
consumption while computing viscous flow through Laval nozzle is a specific difficulty 
of numerical calculations [2]. At the present time the theorems of uniqueness and 
existence had been proof for simplified equations of parabolic type (such as SmC 
equations). Principally, the critical mass consumption may be computed. Here the new 
algorithm and numerical method is offered. 

As assumed axial symmetric flow in Laval nozzle, the system of gasdynamic equations 
for numerical calculation is added by the conditions on the symmetry line r\ = 0. The 
boundary conditions of first genus u = 0 and T= T„ are taken on the wall. The flow field 
calculations is confined by the solid wall, the symmetry line and the line of channel 
entrance. The velocity and temperature profiles ulu,\ and TITA are taken at £=0. The 
boundary conditions defined by the such manner are correct. 

The gasdynamic equations are closed by equation of state p=nkT and equation of 
mass consumption through channel 

Ä0    or       T..IB.«i«. 

Here Q is the dimensionless mass consumption with scale number 7c/-0
2p0tt0. 

The object of direct problem of Laval nozzle is the computation of critical mass flow. 

5. Numerical Method 

5.1 .Marching Method I 

The ordinary used marching methods to computing internal steady-state flows as 
parabolic type equations face with obstacle due to a singularity in transonic area. To 
provide calculation of the critical mass consumption Q„ with control accuracy we 
modify the finite-difference scheme of Petuckhov [4], which is' fourth order 
approximation over lateral coordinate r\, and second order over longitudinal coordinate 
%. The longitudinal velocity, temperature and pressure gradient are calculated 
simultaneously at the very characteristic £ =const. The main difference from the 
Petuckhov's scheme [4] is the other approximation of derivatives with respect to 
longitudinal coordinate. As Petuckhov's scheme: | = (%+ + £" ) / 2; our is as follows 
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(da/dE,y =2(a+-S-)/M„   a~ =a' +\/2(da/&)-&£,. 
The finite difference equations for u, T and, molar fractions of species are calculated 

by vector sweep method. In order to provide convergence while calculating the finite 
difference equations, the special equations for pressure and its gradient are deduced. 

The dimensional pressure distribution p=p(& rj) is derived in terms of the longitudinal 
axis pressure psfä) 

n    „2 
p = p .($>*($, ii),    a = exp(-y J ßm —<fti) 

sl 0      T 

and equation for axial pressure is written in terms of Q (mass consumption) 

1      0 
In the transonic area the pressure and the wall friction coefficient is very sensitive to 

the value of the critical mass consumption. Our numerical calculation shows the 
branching of axial pressure, its gradient and wall friction coefficient over corresponding 
limiting mass consumption Qu„ . This branching allows to derive value of the critical 
mass consumption with controlled accuracy in those numerical grid. In its own turn, the 
value of the limiting mass flow tends to that of critical mass flow Q„, as the width of 
finite-difference grid tends to zero (fig.2) 

The marching method I provides calculation the critical mass consumption Qa with 
high accuracy. In our case it is of 0.01%. 

5.2. Marching Method II 

Marching method II is derived for computing flow after the critical cross section of 
nozzle (x=0, fig.l). Now, the prefer-defined critical mass consumption Qcr, and the 
known profiles u., 71 and molar fractions Xj- are taken on the preceding characteristic. 
The global iterations over pressure is added. The initial pressure distribution is taken by 
special procedure of extrapolation. Then the finite-difference equations for velocity u , 
temperature T and molar fractions Xj are calculated by marching method I. 

6. Numerical Results 

The gasdynamic flow of burning hydrogen-oxygen turbulised gas mixture through 
Laval Nozzle is calculated. Combustion of hydrogen in oxygen is represented by 7 
chemical products H20, H2, H, OH, 02, O, H02 of 11 chemical nonequilibrium kinetic 
reactions. On the entrance of nozzle the chemical-equilibrium calculation of combustion 
in combustion chamber at p0 = 210 bar and T0 = 3603 K are taken. The excess 
coefficient of oxidation is a<„=0.756 ; the mass density p„=10.73kg/m3; the molar mass 
of mixture /rt0=14.61kg/kmoj; the thermal conductivity at constant pressure 
Cpo=53.34J/mol K; the isentropic exponent y0 =1185; the sound velocity a0=1558 m/s; 
the molecular viscosity n„=6.53xl0"5 Ps; the molecular thermal conductivity 
Xo=0.505W/m K; Pr=0.472. The chemical frozen compound of mixture (volume 
fractions) is: H20-69.1136%; H2-24.6382%; H-2.4881%; OH-3.3530%; O2-0.2075%; 
0-0.1949%; HO2-0.0047%. The corresponding Reynolds number Rer = 3.162xl07. 

The resulting critical mass consumption is 0.5476. The Much number, the heat flux on the 
wall and the wall friction coefficient are shown in fig.l: solid line (1) is the shape of nozzle, 
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dotted line (2) is the Mach number, dotted line (3) is the wall friction coefficient and dotted lin (4) 
is the heat flux. 
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Fig.1.1 is the shape of nozzle; 2 is the Mach number, 3 is the C 4 is the q.. 
Fig. 2. The axis pressure gradient dpa Idx at different Q. Dotted lines are the calculations by the direct 
marching method I: the lines (1) correspond to values Q which differ in second figure; the lines (2) 
correspond to values Q which differ in third figure; and so on. The upper lines correspond to the less 
values of the Q as compared with Q»»; the lower to the higher ones. The solid line is calculated by the 
second method II and corresponds toQ„jt-  x=0 refers to the critical cross section 

The axis temperature near the critical cross section in two cases of chemical equilibrium and 
and chemical frozen flow is shown in fig.3. As one can see the approach of chemical frozen flow 
lower the temperature significantly. In the case of chemical frozen the critical flow increases 
of 2% and equal 0.5587. 
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Fig.3. Fig.4. 

Fig3. Axis temperature. 1: chemical reacting flow, 2: chemical fiozen flow (without heat expulsion) 
Fig.4. Mole fractions (on the axis of channel) of species in chemical reacting mixture, referred 
to the frozen compound mole fractions 

The after-burning of hydrogen fuel in supersonic part of tiie nozzle is shown in and fig. 4. The 
process of after-burning of hydrogen fuel becomes the best in supersonic part of nozzle. 
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SUMMARY 

This paper describes methods for direct measurement of skin friction in fluid flows under 
a very wide variety of conditions. The emphasis is on high-speed, high-enthalpy cases. The 
challenges involved in different flow situations are highlighted, and representative instrument 
designs and measurement results are presented. The test conditions considered span the range 
from incompressible to hypersonic speeds; ambient to very high temperature including combusting 
flows; smooth, rough and porous surfaces with and without injection and test times from 10 to 
essentially continuous runs. Our latest efforts involve the use of fiber-optic devices to replace 
conventional strain gages. Techniques for simultaneous measurements of skin friction, heat flux, 
surface  pressure  and   surface  temperature  with  the   same  gage   are   also   discussed. 

INTRODUCTION 

Accurate measurements of skin friction in fluid flows are important for both assessing the 
performance of fluid machinery systems or components and building understanding of basic fluid 
physics phenomena. For example, the so-called "friction velocity" u» = (rw/p)1/2 where xw is the 
wall shear and p is the density, is the basic scaling quantity for correlating turbulent boundary layer 
data. These correlations are central to the development of all turbulent transport models. 

Before the work of Dhawan [1 ] reliable skin friction data was obtained in pipe flows where 
the wall shear can be directly related to the pressure drop, which is easy to measure accurately. 
Dhawan was the first to successfully measure the small frictional force exerted on a movable 
element of the surface. A scheme of this type yields what are called "direct" measurements of skin 
friction. There are also numerous methods for "indirect" measurements of skin friction, but these 
presuppose some knowledge of the flow such as a correlation or some associating principle. Such 
methods work for cases where the flows of interest are already well understood, but they are not 
reliable for complex flows such as 3D and/or unsteady cases, cases with rough walls, curved wall 
cases, cases with injection or suction, mixing with foreign fluid injection or high-speed flows 
especially those with high enthalpies or combustion. A good discussion of the available indirect 
methods can be found in Nitsche et al [2]. They will not be considered further here. It is worth 
noting that the moving wall element, direct methods work equally well for laminar, transitional and 
turbulent flows; indeed, it is not necessary to know the state of the flow beforehand. 

Following Dhawan's initial work, there have been many developments in moving wall 
element (also called floating head), direct shear measurement devices. A review of work through 
the mid-70's is given in Winter [3]. Dhawan's device and many of the ones that followed it were 
quite complicated, and they often required a floating wall element of a rather large size to get 
sufficient accuracy. We started our work at Virginia Tech [4] using a highly developed design of 
this type from the Naval Ordinance Lab. That unit had a floating head about 2.5 cm. diameter 
mounted on a moment arm about 25 cm. long. It featured a weak flexure formed of a wheel with 
very thin spokes and a feedback system to bring the floating head back to the no-load position 
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after the wall shear load was applied during the test. It, therefore, had a slow response time on the 
order of seconds. This kind of arrangement is called a "nulling" type, since the floating head 
returns to its null position before a measurement is made. In principle, this is 
important to remove any errors due to tilting of the floating head when the balance is under load 
and the beam or flexure supporting the head deflects. The whole matter of the errors introduced 
by tilting, protrusion and/or recession of the floating head has been the subject of careful 
systematic study, most notably by Allen [5], [6]. He also considered the influence of the size of the 
gap between the floating head and the surrounding wall. The main result is that these errors can 
all be kept under reasonable limits by careful design. For reference, under low-speed, laboratory 
conditions, skin friction values can be measured to about +/- 3-5%. Calibration is usually 
performed by simply hanging small weights from the head on a thread attached with tape. 

For flows with strong streamwise pressure gradients, the gap around the floating head and 
the whole interior of the gage housing is filled with a liquid, which is contained in place by the 
strong capillary forces in the small gap. The idea here is to minimize any forces on the floating 
head or the support arm by a pressure difference. The liquid internal to the gage will simply shift 
to relieve any pressure difference. The liquid also provides some useful damping of vibrations. 

A "non-nulling" type of balance would have obvious advantages of simplicity and 
improved time response if the deflections could be kept small enough to minimize the tilting of the 
floating head and still have sufficient strain in the support to yield a measurable output. We were 
able to develop successful units of the non-nulling type starting in the mid-70's [7] by utilizing 
semi-conductor strain gages that have an output of about 100 times that of conventional strain 
gages. For low-speed wind tunnel tests, we used a floating head on the order of 2.5 cm. diameter 
on a25 cm. arm, and the streamwise deflection of the head could be limited to a fraction of 1/100 
mm. Under these conditions, the tilting of the head is negligible. 

We have successfully employed this type of non-nulling gage for complex, low-speed 
flows an smooth and rough surfaces, curved surfaces and porous surfaces with and without 
injection [8]-[10]. Injection through the floating head with a porous surface was accomplished 
by using a support arm made from a tube and feeding the injectant into that tube through rubber 
tubes that entered from the two sides perpendicular to the external flow direction. This introduced 
no force component in the direction of the skin friction force as confirmed by experiment. 

GAGES FOR HIGH-SPEED FLOWS 

Early work on supersonic flows at Virginia Tech [4], [11], [12] was limited to unheated 
cases, but in the 80's, we turned our attention to hot, high-speed flows for two reasons. First, as 
the Mach number range increases, one necessarily encounters hot flows. Also, we became 
interested in supersonic flows with injection of combustible gases such as hydrogen. 

Hot flows with attendant high wall heat fluxes immediately raise new issues in the design 
of skin friction gages. First, one has to be concerned with the simple physical integrity of the gage. 
Second, the strain gages must be thermally protected to avoid large thermal "drift," especially for 
semiconductor strain gages. Third, the floating head of the skin friction gage must be maintained 
at a temperature close to that of the surrounding wall, or the instrument will no longer be non- 
intrusive to the flow. At the same time, high-speed flows usually have higher wall shears, so the 
floating head can be made considerably smaller. A design successfully used in a Mach 3 flow with 
an air total temperature of 1667 K and hydrogen injection and burning from Ref. [13] is shown 
in Fig. 1. The floating head is made of the same material and thickness as the surrounding wall to 
match the thermal behavior, and the unit is thermally protected by water cooling around the 
housing. The liquid filling the housing now plays the important additional role of an efficient heat 
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transfer medium. The fins on the support arm are for the same purpose. Finally, it is important to 
note that this gage can measure two, orthogonal components of the wall shear for 3D flows. 
Designs of this type have proven to be adequate for heat flux values up to about 1000 kW/m . 

For very high heat flux values cases, one needs to go to the added complexity of active 
cooling of the floating head to maintain it's temperature near that of the surrounding wall, which 
is necessarily strongly cooled itself A gage with such a design from Ref. [14] is shown in Fig. 2; 
it was successfully employed in tests fully simulating a supersonic combustor at a flight Mach 
number of about 10-12 (T, ~ 4500 K). The local heat flux was of the order of 2000 kW/m . A 
typical output is shown in Fig. 3. 

Another item of great interest is time response of the skin friction gages, especially for 
application in so-called "impulse" test facilities like shock tunnels where the test times are 0.5 - 
5 msec. This places severe constraints on the gage design problem. One issue, however, becomes 
less severe - namely thermal protection and surface temperature matching. For such short run 
times, the surfaces hardly have time to respond to the heat flux, even for surprisingly high heat flux 
values. The main challenges are first, of course, frequency response itself and second the effects 
of acceleration loads. We have developed [15] the conceptually simple design shown in Fig. 4 that 
meets the needs of this kind of testing. The idea is to use a light material (a high-temperature 
plastic) so that the mass of the system is very low, and the acceleration forces are negligible 
compared to those from the wall shear. Also, the plastic material has favorable mechanical 
properties that permit designing a gage with both a high natural frequency (~ 10's kHz) and a 
measurable strain resulting from the wall shear. Finally, the plastic has a low thermal conductivity 
which protects the strain gages from the heat. 

We have tried replacing the liquid in the gage housing with a silicone rubber compound 
to ease the practical problem of frequent checking and refilling of the liquid. The results to date 
have been generally favorable. The positive result is that useful skin friction data can be obtained 
free of the oil checking and refilling matter. On the other hand, the rubber fill carries some of the 
load, so the gage must be redesigned to maintain the same sensitivity. Also, the gap size has to be 
increased substantially, or the loss in sensitivity is severe. This leads to a situation where some of 
the surface shear force acting on the exposed rubber is transmitted to the gage beam. In that case, 
the gage cannot be calibrated by simply hanging a weight from the head. One needs a flow facility 
producing a known shear force. We have been using a rig with fully-developed flow of glycerine 
through a narrow, 2D gap. The design of rubber-filled gages requires the use of detailed finite- 
element method analyses. Also, we have begun to investigate the use of gels to replace oil or 
rubber as a fill material. 

The direct measurement of wall heat flux is of great engineering interest in its own right, 
and we have been working on gages which combine skin friction and heat flux measurements to 
be made simultaneously at the same location using a single gage. To date, we have successfully 
demonstrated such a gage in an unheated supersonic flow at Mach 2.4 [16]. The heat flux gage 
consists of two, thin layers of thermocouples separated by a very thin layer of insulation to form 
a thermal resistance all sputtered directly on to the floating head of a skin friction balance. That 
arrangement has worked well, and we intend to extend these methods to hot, high-speed flows. 

At this point, we are concentrating on applying fiber optics to replace the strain gages in 
our earlier skin friction gage designs. In general, optical fibers offer several advantages: 1) 
immunity to electromagnetic interference, 2) avoidance of ground loops, 3) the capability to 
respond to different measurands, 4) excellent resolution, 5) avoidance of sparks, and 6) operation 
at temperatures of 800 C for silica waveguides and 1900 C for sapphire waveguides. The basic 
fiber-optic strain sensor is based on the extrinsic Fabry-Perot interferometer (EFPI) which was first 
proposed and demonstrated as a strain sensor by Murphy and co-workers [17]. Figure 5 shows 
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a single-mode silica fiber transmitting light from a laser diode to the sensor element. At the 
opposite end of the input fiber, the laser light is partially reflected off the polished end and partially 
transmitted across a small gap separating the input fiber and an output fiber which serves only as 
a reflector. The two signals Ri and R2 interfere and propagate back to a photodiode detector. 
Very small changes in the separation distance, s, between the surfaces of the two fibers produce 
a modulation of the output signal current. 

The basic idea behind the EFPI sensor has been applied to the skin friction gage shown in 
Fig. 6. This gage has been successfully tested in the Virginia Tech supersonic wind tunnel at Mach 
3.0. Predicted values of the skin friction coefficient from the Schultz-Grunow correlation and 
measurements with a strain gage skin friction unit were Q = 0.0014 and 0.0015, respectively. We 
obtained Q=0.0012 with the fiber-optic based gage. We are pursuing further refinement of that 
unit, and the goal is to miniaturize it with MEMS technology. In addition, efforts are underway 
to make a single unit for simultaneous measurements of skin friction, heat flux, surface pressure 
and surface temperature using fiber optic techniques. Some suggestions can be found in Ref. [18]. 
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Figure 1. Skin Friction Gage for Hot, 
High-Speed Flows (Ref. [13]) 

Figure 2. Cooled-Head Skin Friction Gage 
for Very Hot Flows (Ref. [14]) 
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Figure 3.  Typical Skin Friction Measurement 
in a Combusting, Supersonic Flow (Ref. [14]) 

Figure 4. Fast Response Skin Friction Gage 
for Short Duration Tests (Ref. [15]) 

Figure 5. The EFPI Displacement Sensor 
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Figure 6. Schematic of the Fiber Optic Skin 
Friction Gage (Ref. [18]) 
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Development of the modern aerospace vehicles requires a unity of experimental and compu- 
tational studies. Flowfields around vehicles must be generated numerically and studied on a basis 
of experiments to help understand flow features and determine performance trends. The accuracy 
of the numerical solutions is often uncertain because of numerical techniques and flow modeling 
assumptions. Experiment plays a prominent role in the validation of computational fluid dynam- 
ics (CFD) code. The stages of code development and the corresponding role of experiments are 
considered in [1, 2]. Experiments are required at each such stage. In accordance with [3] the 
experimental database lacked sufficient information namely at hypersonic Mach numbers. 
Development of the experimental studies to improve our knowledge about different types of 
hypersonic flows, including shock wave/turbulent boundary layer interaction processes, turbulent 
separated flows, laminar-turbulent transition phenomena etc is important today. 

Our attention herein is focused on the development of some experimental methods with ap- 
plication to the studies of various complex hypersonic flows in the supersonic/hypersonic 
Ludwieg-Tube (RWG) of DLR at Goettingen. This facility (Fig. 1) covers a Mach number range 
of 3<M<7 and a unit Reynolds number range of 5106 m"1 < Re < 80-106 m'1. The facility consists 
of an 80-meter long tube used as pressure reservoir which is separated from the nozzles and the 
test section by a fast-responce gate valve. The tunnel is started by opening this valve. The test 
section for the Mach numbers M = 3 and 4 has a cross section 0,5 x 0,5 m2, while those for high 

Electrical Conr action 
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Vacuum Shutter Dump Tank 

to Vacuum Pump 

Performance Tube A TubeB 

Max. Stag. Pressure, bar 15 40 
Max. Stag. Temperature. *C 20 400 
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Unit Reynolds Number, 10 m * 

2.79 to 4.65 5.0 to 6.9 
5 to 60 5 to 50 

Run Time, s 0.4 0.3 
Test Section 0.5 x 0.5 m" $ 0.5 m 

Fig. 1. Super- and Hypersonic Ludwieg-Tube Goettingen (RWG) 
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Mach numbers have circular sections of 0,5 m diameter. Additional details of the design and the 
operation of the RWG are given in [4]. 

The short run times of the facility (0,3-0,4 s) require the development of new and adaptation 
of standard measurement techniques. In accordance with the modern requirements to the CFD 
validation, wide and comprehensive experimental studies on a basis of different methods are 
important. The optical visualization of 2-D and 3-D hypersonic flows, the measurements of 
different surface and flowfield variables have been developed and used. Some of the advarices 
showing an application of these measurements to the analysis of various turbulent flows as well 
as to the study of laminar-turbulent transition at M = 5 are considered below. 

Various measurements have been used for a study of 2-D hypersonic impinging shock 
wave/turbulent boundary layer interaction flows in the range of shock generator angles ß = 6°- 
14° [5]. A quantitative flowfield scheme (Fig. 2, a) for the case with separation at ß= 14°, M = 5, 
Re = 4010 m", TJTr= 0,782 has been obtained from the shadowgraphs as well as by analysis of 
pitot, static pressure and velocity profiles surveys in the specific sections 2-9. Such a scheme 
together with the surface pressure (Fig. 2, b), skin friction distributions (Fig. 2, c) and velocity 
profiles (Fig. 2, d) is a good basis for the CFD validation. Nevertheless, it is necessary to note the 
limited data for the skin friction (Fig. 2, c) obtained from the measured mean velocity profiles by 
an application of the combined wall-wake law with the Van Driest mixing-length damping 
function for the viscous sublayer to the corresponding transformed "incompressible" flow [5, 6]. 
Such C/data are, of course, approximate after the interaction region because this technique can 
only fit the velocity profiles, when they have a wall-wake-law form (Fig. 2, d). Another limitation 
of such technique is impossibility of the measurements in the vicinity of separation (5) and 
reattachment (Ä) points as well as in the reversed flow region between these points. 

The oil film interferometer technique proposed in [7] overcomes many well known limita- 
tions of other existing methods, since it provides non-intrusive skin friction measurements. It is 
based on the relationship between the thinning of an oil film, placed on the test surface exposed 
to the flow, and the local surface shear. The rate of thinning of the oil film is determined using 
optical interference arising when an incident light beam is partially reflected from the oil and test 
surface. The surveys of different realizations of such a technique are presented in [6, 8]. The 
Global Interferometer Skin Friction (GISF) meter, firstly developed and applied in [9, 10] for the 
Cf measurements on the flat plate test model in subsonic and supersonic long run duration wind 
tunnels, has been considered as a perspective one for a short duration facility such as the Lud- 
wieg-Tube. Global shear stress distributions in 2-D and 3-D flows can be obtained with this 
instrument during a single run of this facility. 

The first skin friction measurements on the flat plates in the RWG with an application of the 
GISF meter are described in [6]. The beam from a 2 mW, 633 nm wavelength He-Ne laser was 
widened by the lenses and sent with a mirror to the test surface with the thin oil film In some 
cases the interference pattern was produced simply by illuminating the oil film directly without 
mirror. Because of very short test times in the facility, the images were recorded during a run by 
Sony VO-9600P video recorder and digitized thereafter by a full frame video capture card 
Hauppauge Win/Motion 60 and stored on a PC's hard disk at up to 30 frames per second Various 
Wacker silicon oils AK-10, AK-0.65 and Shell mineral oil S.5585 with corresponding nominal 
viscosity of 10 mm Is, 0,65 mm2/s and 5,4 mm2/s at 25 °C have been used. Typically 4 to 5 high 
quality images were captured 40 ms apart at an image resolution of 768x576 pixels The skin 
friction coefficient C/was calculated by the integral method, described in [8 11] 
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Fig. 2. Incident shock/boundary layer interaction flow at ß = 14° and M - 5 

The results of the Cf measurements [6] on the flat plate models of different length I at M = 5 
used for validation of the GISF meter in the RWG are shown in Fig. 3. The Cf values, extracted 
from the GISF measurements (Fig. 3, a, open symbols), show an adequate distribution and good 
agreement with the data obtained from the velocity profile measurements (black symbols) and at 
x > 150 - 200 mm agree with the well-known Van Driest II correlation for the turbulent boundary 
layer. At x < 150-200 mm (depending of the L values) the skin friction distributions show a 
transitional and laminar boundary layer. The curve for laminar boundary layers corresponds to the 
empirical Young correlation [12]. An increase of the plate length led to early transition with the 
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Fig.3. The measurements of the laminar-turbulent boundary layer transition on a flat plate in the RWG. 

corresponding value of the Reynolds number essentially decreasing (Fig. 3, b). The credibility of 
GISF measurements is also confirmed by a comparison with the hot-wire transition measure- 
ments on a plate of L = 300 mm [13]. The flat plate length influence on the boundary layer 
transition position can be explained by the existing relation between the test model dimensions 
and the level of it vibration during a run [6]. The support of the plates was such that the longer 
plates exhibit stronger vibrations, partly provoked by the start-up process of the impulse-type 
Ludwieg-Tube facility. It is very conceivable, that high model vibration can lead to early lami- 
nar-turbulent transition and additional vibration measurements are necessary to confirm a 
qualitative dependence of the transitional Reynolds number, Äe^ 

The GISF meter has been applied for the new studies of hypersonic turbulent separated flows 
performed in the RWG. The shadowgraph of 2-D turbulent separated flow in the vicinity of the 
forward-facing step with the height A = 15 mm at M = 5, Re = 40-106 m\TJTr= 0,8 is presented 
in Fig. 4, a. The step was mounted on a flat plate at the distance L„ = 340 mm downstream of its 
leading edge. A high value of the plate width to step height ratio b/h = 26,6 excluded the test 
model sides influence on the separated flow which has been close to two dimensional one in 
accordance with the surface flow pattern visualization. The surface P/P, and Q distributions 
along the plate symmetry axis are presented in Figs. 4, b and 4, c. It is important that the optical 
Cf measurements obtain very detailed data in the vicinity of the separation point (S) and in the 
region of the reversed flow which are necessary for the modern CFD validation. Considered data 
are in good qualitative agreement with the similar measurements of [14] performed in a super- 
sonic long run duration wind tunnel at M = 3. 
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Fig. 4. Turbulent separated flow in the vicinity of the forward-feeing step. 

The surface reflective visualization (SRV) technique has been developed and used in the 
RWG parallel with the surface flow pattern visualization by the oil-lamp black and C/ measure- 
ments by the GISF meter for the 3-D shock waves/turbulent boundary layer interactions in the 
vicinity of one and two fins mounted on a flat plate. This technique is similar in some details with 
one described in [15]. The SRV system is a derivative of a double-pass shadowgraph system in 
which the model surface itself is a mirror and a component of the optical system (Fig. 5, a). A 
parallel bundle of light was directed into the test section along a path perpendicular to the surface 
of the model. The light is reflected back along nominally the same path and brought to focus on 
the image plane of CCD camera. Such an optical system produces a two-dimensional image of a 
component of the density gradient existing perpendicular to a parallel light bundle integrated over 
its path. The crossing shock wave structure and the oil-lamp black surface flow visualization in 
the vicinity of two symmetric (ß = 18 deg.) chamfered fins mounted on the plate at M = 5, 
Re = 40-1Ö6 m"1, TJTr= 0,8 are presented in Fig. 5, b. The fins mounted 269 mm downstream of 
the plate leading edge with the distance between their tips A = 139 mm and the throat width of the 
channel B = 43,2 mm. The appearance of a 3-D separated zone around the crossing shock waves 
is seen distinctly. 
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Fig.5. Surface reflective vizualisation shad- 
owgraph and surface flow pattern for the 
double fin configuration /?= 18° at Mach 5 

Increased fragments of the surface flow pattern and their corresponding schemes in the vi- 
cinity of the central separated zone "apex" specify the stages of the flow topology development 
for considered configuration at different fins inclination angles in the range of ß = 16°-18° 
(Fig. 6). A very liquid mixture of the Shell mineral oil S.5585 with the lamp black or oil-paint 
has been used for this visualization. The time approximately 20-40 ms was necessary to achieve 
the stable surface flow pattern properties which existed for the next 260-280 ms of the RWG 
facility run time without any significant changes. The movement of the mixture particles along 
the limiting streamlines was recorded during a run by the Sony VO-9600P video recorder. This 
gave a possibility of analyzing the dynamics of the topology development. 

The formation of two coalescence (separation) lines Si and Si, two secondary coalescence 
lines S2 and S2 and one divergence line Ri has been fixed for the ß= 16° case (Fig. 6, a). It can be 
only supposed that a saddle-node singular points combination exists upstream of the line Ri in 
the region shaded in the sketch. The appearance of the local separated zone has been registered 
after the separation line S2atß=l7° (Fig. 6, b). This local zone is limited upstream and down- 
stream by two saddle points. It is seen from the scheme for ß= 17,5° (Fig. 6, c) that two focuses 
also exist in this separation zone. The next scheme for ß= 18° (Fig. 6, d) displays the appearance 
of the long reversed flow from the downstream located node to the saddle point in the center of 
the separation line S2. The scale of this figure is decreased approximately twice comparing with 
the previous ones to show the main features. It is important to note the appearance of two 
additional saddle points in the last scheme in the regions of the divergent side flows after the 
focuses. Two shaded regions in the scheme show the supposed position of these saddle points by 
their upstream parts. The interpretation of the flow pattern in these shaded regions is difficult. A 
possibility of the appearance of such two symmetric saddle points as well as downstream node 
has been predicted at M = 4 by computations [16]. Nevertheless, the computation predicts the 
appearance of the node but not saddle and two focuses in the upstream part of the considered 
separated flow fixed in this experiment. The next stage of the CFD code validation is necessary. 

The GISF meter has been applied to obtain an information about the Cf distribution for the 
3-D flows. An example of the oil interferogram is presented in Fig. 7, a for the region shown in 
the corresponding scheme in Fig. 7, b in the vicinity of two fins configuration at ß = 23°, M = 5. 
The panoramic image (Fig. 7, a) demonstrates the Cf field features in the downstream and the 
reversed flows. The distance decreasing between the interference fringes corresponds to the 
regions of the C/decreasing. 
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Fig. 7. The oil interferogram and surface flow scheme for a double fin configuration: 
ß= 23°, A = 307 mm, B = 100 mm. 

Some results of the study of 3-D shock wave/turbulent boundary layer interaction in the vi- 
cinity of one fin configuration at M = 5 are shown in Fig. 8. The fins with different inclination 
angles ßi (Fig. 8, a) were mounted on a plate in a similar position as two fins and investigated at 
the same flow conditions. The angles of the separation angle <p\ fixed on a basis of the surface 
flow pattern in the range of the fin angle ßi = l°-28° are in good agreement with the proposed in 
[17] correlation for the lower values of the Mach numbers: 0>/-p/=2,15(W)-O,O144(£-£*)2, 
where q>i - the separation line angle; e - the shock wave angle; <p* - e = 14,3° - the critical 
(incipient separation) experimental values of these angles. This comparison shows a possibility of 
the correlation application at M = 5 for a wide range of ßi and specifies the conclusion and the 
data of [18]. An application of developed in [17] engineering computational method for surface 
pressure prediction in the interaction region at M = 5, ßi = 18° for two conical cross sections 
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Fig.8. Experimental data for one fin configuration at M = 5. 
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(x - 92mm and 162 mm) is demonstrated in Fig. 8, d. The pressure maximum and minimum 
positions have been corrected (1,6° decreased) in accordance with the new data generalizations 
comparing with the previous correlation to improve predictions at the hypersonic Mach number. 

The considered development and applications of different experimental methods to the short- 
duration supersonic/hypersonic Ludwieg-Tube (RWG) of DLR have demonstrated a possibility of 
performing wide hypersonic flows studies in the facility. Some results of such studies have been 
considered, including 2-D and 3-D shock wave/turbulent boundary layer interactions, turbulent 
separated flows, laminar-turbulent transition phenomena. The new data can be recommended tor 
the CFD validation. 

The authors would like to acknowledge the assistance of Dr. P.Krogmann in preparation of 

this study. 
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ON INTERACTION BETWEEN CROSS-FLOW AND 
STREAMLINE-CURVATURE MODES IN ROTATING-DISK 

FLOW 
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Abstract 
An experimental observation of rotating-disk flow is made to investigate nonlinear interaction 
between cross-flow instability and streamline-curvature instability. The latter instability of the 
centrifugal type having a very low critical Reynolds number is excited by acoustic forcing with 
various strength through an annular slit on the disk, where the crossflow instability is 
subcritical. Experimental results show that even weak excitation of S-C mode is effective on the 
suppression of cross-flow stationary disturbances, and that ensuingly the end of transition 
location moves downwards when the excitation is strengthened. 

1. Introduction 
The subject of three-dimensional boundary-layer instability and transition on swept 

wings has attracted fluid dynamists over half a century, because of its practical application to 
wing design and laminar-flow-control technology. It is well known that cross flow in three- 
dimensional (henceafter referred to as 3-D) boundary layers invites a strong instability of the 
mflection-point type. Characteristic features of the cross-flow instability in transition process of 
3-D flows have been investigated in both experimental and theoretical studies. On the other 
hand, recent linear stability analyses1,2 have revealed the existence of a new instability due to the 
curvature of inviscid external streamline in 3-D boundary layers. Subsequent experimental 
uivesügations by Takagi & Itoh3'4 in a yawed cylinder boundary layer, which simulates the 
flow near the leading-edge region of swept wing, have confirmed unsteady disturbances arising 
from ™e.new "»stability. This instability was newly labeled the streamline-curvature (referred to 
as S-C) instability after the main cause. 

Besides such swept-wing flows, a number of investigations have been made in Ekman 
layer and rotating-disk flow, because these belong to a simplest class of 3-D boundary layers 
A common feature in experiments and stability calculations for the rotating flows5_7 is the 
traveling waves due to the instability called "parallel", "Type II" or "viscous" mode, which are 
usually observed at a certain Reynolds number much lower than the critical value of the C-F 
instability. Recently, Itoh2-8 has applied the linear stability theory including curvature of 
external streamlines to rotating-disk flow and showed the existence of a corresponding 
instability caused by streamline curvature also in this flow. Takagi et al.'"1' in a parallel study 
attempted an artificial excitation of S-C disturbances by a loud speaker through the annular slit 
or a pin hole on the disk, and identified growing disturbances in good agreement with linear 
stability calculations. This implies that Itoh's new instability is identical to Type II, parallel or 
viscous instability previously observed in rotating flows. 

In the Ekman-layer experiment of Faller & Kaylor5, the Type II mode was observed to be 
very sensitive to external fluctuations in the surrounding fluid and to lead to directly turbulent 
stete in the case that ai large initial amplitude of Type II or S-C mode was given by some reason. 
I nis sensitivity of S-C mode to external fluctuations implies that S-C instability may play an 
important role in transition process when environmental disturbances are not negligibly small 
1 o our knowledge, however, little have been investigated about the role in transition or the 
influence of S-C mode on C-F mode in rotating flows. 

The primary objective of the present paper is to investigate nonlinear interaction between 
© S. Takagi, N. Itoh, 1998 
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C-F mode and S-C mode in rotating-disk flow with various initial amplitudes of S-C mode 
given by a loud speaker through an annular slit. This situation may be considered to simulate 
environmental disturbances like turbulent patch, gust or high turbulent environment. 

2. Experimental apparatus and procedure 
Figure 1 shows a flat disk with a diameter of 0.8m and a thickness of 30mm and a loud 

speaker installed beneath it, both of which rotate together in a counter-clockwise direction as 
viewed from above. Local Reynolds number is a function of the radius r and defined as 
Re=W27tN/v, where N and v are the revolution per second and the kinematic viscosity, 
respectively. In order to introduce artificial disturbances into the boundary layer, the disk was 
annularly slitted at 80 mm from the center with the gap of evenly 0.5 mm. Its annular gap of the 
slit is evenly 0.5mm. It has been shown in our previous experimental results1 •   that the slit 
facilitates growth of the annular mode of S-C instability with zero wavenumber in the azimuthal 
direction and that this mode has the critical Reynolds number approximately 120 in consistence 
with the theoretical prediction1', although the critical Reynolds number of the whole S-C 
instability is about 65 as obtained by Itoh* and Balakumar and Malik12. As the laminar-to- 
turbulent transition occurs at Re=550 in many earlier experiments, the disk rotation speed is 

chosen N=5.5, which allows Re=560 at r=380 mm and Re*=l 18 at the slit and therefore is 
appropriate to realize the turbulent state on the disk as well as to excite the S-C annular mode at 
the slit, 

Since surface roughness and its waviness favor steady mode of C-F instability as 
documented in earlier experiments, the disk was carefully buffed after machining and 
chromium-plating, so that the surface was mirror-finished with the flatness less than 0.01mm. 
It is obvious that the slit has no serious effect on development of C-F instability, because its 
critical Reynolds number (Re=290) is much larger than the slit Reynolds number mentioned 
above. 

A single hot-wire anemometers can measure mean and fluctuating velocities in either 
fixed or moving frame. In most measurements, a hot-wire sensor is mounted on a three- 
dimensional traversing mechanism, which moves in the radial, vertical directions and rotates the 
sensor body held normal to the disk with the individual stepping motors. For a hot-wire 
measurement fixed to the disk and speaker forcing, a low-noise rotary connector is attached to 
the lower end of the rotating shaft. A stereo amplifier powers the speaker with a pure sinusoidal 
wave supplied from a function generator. The disk rotation speed is measured by a photo 
interrupter, which generates a TTL pulse when a flat bar fixed to the rotating shaft passes the 
interrupter. 

A multi-purpose spectrum analyzer with dual channel inputs acquires and analyzes all 
data such as waveforms, spectra, cross-correlation functions between hot-wire and speaker 
input. A microcomputer is occasionally used for off-line analysis of all the data stored on 
diskettes. 

3. Experimental results and discussion 
3.1 Natural transition 

Linear stability theory shows that 3-D boundary layer on a rotating disk is exposed first 
to S-C instability at low Reynolds number near the rotation center, then to C-F instability and 
consequently the two modes coexist downstream of Re=300. Figure 2 is a typical spectrum of 
the most unstable flow under a very weak forcing, which may be considered to give little effect 
on natural transition. This spectrum was obtained at Re=460 from a hot-wire sensor on the 
traversing mechanism in the laboratory frame and indicates two kinds of growing disturbances 
arising from the aforementioned instabilities. The broad frequency components peaked at 50 Hz 
are due to S-C instability and have the same characteristics as identified in the previous 
experiments1011. Several bumps at higher frequencies than 100 Hz with many spiky 

201 



components are found to be the stationary modes due to C-F instability, because such 
components disappear in the hot-wire measurements fixed to the disk, while the spiky 
components seem come from fluctuations induced by disk imperfection. The number of 
stationary vortices is obtained as about 32 from the center frequency (approximately 180 Hz) of 
the fundamental and the revolution of the disk (N=5.5), in consistence with earlier experimental 
observations. Traveling mode of C-F instability has not been detected in this series of 
experiments. Results of similar measurements and spectral analyses repeated along the radial 
direction are summarized in Figure 3, which shows the amplitudes of S-C disturbances and the 
fundamental of C-F mode plotted against Re. The S-C mode appears at lower Reynolds number 
in accordance with theory, while the first appearance of C-F mode is discernible at Re=350. 
Both modes grow with similar growth rates and coexist as far as Re=480. After the amplitude 
of C-F mode exceeds that of S-C mode, the S-C mode seems to decrease but the C-F mode 
keeps growing and obviously dominates the transition process. Downstream of Re=540, the 
amplitude of C-F vortices suddenly decreases, probably because the high shear layer produced 
by C-F vortices breaks down and periodical components abruptly decrease with increasing 
irregularity . Finally, fully turbulent state with no more regularity and periodicity is 
accomplished at Re=560. This transition location gives very good agreement with earlier 
observations14. 

3.2 Weak forcing 
Various state of interaction between C-F mode and S-C mode can be observed by 

varying initial amplitudes of S-C mode with speaker input voltage under a constant frequency 
45Hz, which is close to the most unstable frequency of S-C mode but is slightly shifted from 
the power-line frequency (50 Hz). Several spectra measured under the same conditions as 
Hgure 2 are compared m Figure 4, from which the amplitude variation of the forced component 
is obtained as shown in Figure 5. The fundamental amplitude of forced S-C disturbances grows 
fust exponentially with input voltage but the growth rate becomes smaller above 3 mV and 
finally the amplitude tends to saturation when forcing exceeds 9 mV. Such a complex response 
of b-C disturbance to forcing seems to be related to interaction between C-F mode and S-C 
mode, because C-F stationary vortices and their harmonics decrease as forcing voltage 
increases. Simultaneously, C-F harmonic components modulated by disturbances due to 
surface imperfection are suppressed with the increase of speaker input. This is consistent with 
decrease of the higher harmonics of 5.5 Hz, which is itself invariable to forcing level. On the 
other hand, higher harmonics of S-C mode appear when the speaker input exceeds 3 mV 
although such nonlinear development of S-C mode is hardly observed in natural transition 
process, where S-C instability is very weak. Ensuingly, the second and higher harmonics of S- 
C mode seem to overwhelm C-F mode and to reduce continuous components in higher 
frequency range above 300 Hz in spectral evolution. Such a strong interaction suggests that the 
transition process with more predominant S-C mode than C-F mode is different from the case 
of natural forcing given in Figure 3. It can be expected, therefore, that laminar-turbulent 
transition may be delayed by this kind of forcing, because S-C mode inherently has smaller 
growth rate than C-F mode. 

3.3 Delay of transition 
According to the above speculation, the speaker input was varied in order that C-F mode 

did not exceed S-C mode in the whole transition process and finally 4 mV is chosen as an 
t ^lveJ?rcinS- A fnes of spectral evolutions with 4 mV forcing is compared with the case 

ol u.imV m Figure 6, which is equivalent to the natural forcing as found in Figure 5 An 
important difference in spectra between with and without forcing appears downstream of 
Re-460 where the growth of C-F mode is alleviated in the presence of S-C mode with larger 
amplitude than C-F mode. It is remarkable that higher frequency components than 0.5kHz are 
significantly increased between Re=460 and 500 perhaps due to the breakdown of high-shear 
layer in both cases. Downstream of Re=520, no notable difference is discernible in srectra 
except for the forcing component. At Re=560, the flow with the natural forcing seems to reach 
turbulent state, while the fundamental of S-C mode is still present in the case of 4 mV forcing. 
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A quantitative expression of different stages of transition to turbulent state can be made by 
introducing a randomization factor y, which is defined as unity minus the ratio of the 
fundamental amplitude of S-C mode to the rms value of the overall fluctuation15. For example, 
the flow with y=0 includes very low background turbulence, while y=l shows fully turbulent 

flow. The spectra at Re=560 in Figure 6 show y=l for 0.2 mV forcing but Y=0.94 for 4 mV 
forcing, indicating that the boundary layer is not fully turbulent and the end of transition is 
located further downstream in the latter case. It is evident that laminar-to-turbulent transition is 
consequently delayed by an artificial excitation of S-C mode. 

4. Conclusions 
Nonlinear interaction between cross-flow mode and streamline-curvature mode has been 

investigated with acoustic forcing through an annular slit in rotating-disk flow. Spectral 
evolutions of unsteady fluctuations due to both streamline-curvature and cross-flow instabilities 
in the radial direction clearly show the fundamental difference between the cases with and 
without forcing. An optimal forcing induces higher harmonics of the streamline-curvature mode 
with the magnitude competitive to the cross-flow mode, and then the cross-flow stationary 
vortices are overwhelmed and, as a result, the transition location moves downstream. It may be 
concluded that acoustic forcing of streamline-curvature instability gives direct influence on the 
growth and evolution of cross-flow mode and is effective to control the transition process. 
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input voltage under a forcing frequency 45 Hz. 
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HYDRODYNAMIC DISTURBANCES IN SUPERSONIC JET 

N.M. Terekhova 

Institute of Theoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

In supersonic axisymmetric jets two basic types of a unstable disturbances are 
known which determine the processes of mixing and generation of noise by a free 
flow. The first is Kelvin-Helmholtz (K-H) shift instability, connected with the 
hydrodynamic instability of mean profile, and the second - rotational instability 
habitually called now as Taylor-Goertler (T-G) instability. This type of disturbances 
arises in jets at nonisobaric regimes of the expiration. Theoretically the simulation of 
the both instability types were studied on the basis of numerical integration of 
linearized motion equations for an inviscid compressible gas (the investigations of the 
professor Tarn" school in USA and of the corresponding member RAS Zheltukhin' 
school in Russia). 

The necessity of viscous effects consideration steams from a number of 
reasons. For the case of K-H instability it would allow to receive yet unknown 
critical values of Reynolds numbers for a free supersonic jet and also to study the 
damping disturbances. Just one paper is available on the verification of viscous effects 
tor K-H waves [1], but a more limited problem about disturbances on the basic 
section of jet is considered, though an initial section is more important because this 
is the region where the disturbances arise and pass the basic stages of the 
development. * 

The expansion of theoretical frame is of basic significance for T-G instability 
ITie rotational instability is investigated sufficiently well by inviscid approach 121 But 
there are a number of effects which are not adequate to experiments [31. The main 
effect is the rapid decrease of small-scale waves for the higher azimutal numbers in 
an expanding supersonic jet. At the same time the inviscid approximation specifies 
tliat the increment of small-scale component grows more intensively 

It is possible to improve the theory by taking into account the increment 
reduction as he thickness of a mixing layer increases and the vortex pattern 
reconstructes. It ,s shown in [4]. But yet it does not allow to describe the real proceTs 
Ü"STw higher-order modes (small-scale waves). Thus in this case a viscous 
torm of stability analysis is necessary. 

We shall state some reasons about the role of viscosity in free mixing layers It 

/S-n    T    gVha; the*main Profile U(r) is oft™ical inflection character 
{poUyr) -0 and can be classified as inviscidly unstable. In this case the viscosity 
ReTnT    dfUrb;p

ncesan_d «*«**« itself appreciable for the small vames of 
Reynolds numbers (Re = U0F0 / v) only. 

Obviously it is possible to restrict analysis to the first physical viscosity onlv 

ZL™  V*™*? the s*Td ViSC0Sity- ms restricts the «is toThecLe of 
moderate Max numbers and flows with little variation in the mean static temperature 

Then the viscous terms in the momentum equations can be taken the same as 
in mcompressible flows, and energy equation ?an be replaced by th^rom 
equation on a line of flux like in inviscid case. y W 

© N.M. Terekhoya, 1998 

208 



U6M 

Fig.l The scheme of flow on an initial site 

The system R, <p, y is chosen as the orthogonal coordinate system within the 
first '1331X61" of the underexpanded jet (fig.l). Here R=R0+r, r is the variable radial 
coordinate, and R0 is the radius of curvature of the gas trajectories, <p and y are 
angular coordinates (dx=Rdy). 

The field of velocities is given  as   « = \v',w',U(r) + u'\, where the wave 

components are W = u(r)e'lax-at+Kf). Here ar and n are the longitudinal and 
azimutal wave numbers, a* is a coefficient of longitudinal amplification, m is the real 

radian frequency. For T-G waves ar and <w-»0 and v',u' = (v,w)(r)e"ax cosn<p, and 

w' = iw(r)e~a sinn<p. 
A system of linearized equations for disturbances in the distorted cylindrical 

system of coordinate have the form 
iFv + p' / p0-2Uu/ RQ=[DV + V/ r2 -2inw / r2 +(v'-v/ Ro-2iau)/ Ro]/Rt 

iFw + inp I (p0r) = [Dw + w / r2 + linv / r2 + W / RQ] / Re 

iFu + U\> + iap/ p0+Uv/ Ro=[Du + (u'-u/Ro+2iav)/ Ro]/Rc 

if'MQ p + V + v / r + inw / r + iau + v / RQ - 0 

F = aU-(o, Dv = v" + v'/r-(a2 +n2 /r2)v. 

Outside the mixing layer v, w, u, p -»0 at r*0 and r*oo. Hereafter (') means 
derivative in r. For isobarical jets the curvature 1/JRO is equal to zero. 

The solutions of the system was obtained by a method [5]. Outside of <5 the 
solutions of this expression can be presented in terms of modified Bessel functions Z 
of the first (at r-*0) and second (at r-*oo) kind [1] 

u - CxZn{iXxr) + C2Zn{iXxr) + C2Zn(X2r) 
v = -Cxi I aZ'n(Xxr) - C2a / A2Z„+1(A2/-)C3i>z / rZn(X2r) 
w = Cln/(ar)Zn(X1r) + C2ia/X2Zn+l(X2r)CiZ'n(X2r) 

p = -ClPoFReZn(Xxr) / (a(Re+ /M§ F)), 

where X] = (a2 Re+iX2
2 M§>)/(Re+/M§ F); X\ = a2 +ip0FRc. The first 

vector corresponds to inviscid approximation, and X^X^ at Re-»». 
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Here we have a boundary-value problem for determining multifunctional 
connections a=a(w, Re, M0, Ro, d, n) and for searching the critical Reynolds 
numbers which separate unstable (a'<0) stable regions (a'>0) for waves. The 
dimensionless frequency is given by the acoustic Strouhal number (Sh=2rto)r(/ao). 
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/    s 

/ /   / // ^s0^                        ///          ^^-.—*~^ 
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Fig.2 The curves of neutral stability for K-H 
waves 5=0.3; 0.7; 1.2; 1.6 (7 - 4) 

Fig.3 The dependences 
a<(Sh, Re) for K-H waves 
Re=35; 50; 150; 300; 104; 
510"; 105 (7 - 7) for (5=0.3 

The main results for viscous instability of K-H wave (the azimuthal mode 
«=1) in initial section of isobaric jet are shown for M0=1.5 in fig. 2 and 3. Neutral 
stability curves (fig.2) are given for the different thickness of the mixing layers (the 
near-root region, middle of an initial section and transitive area). It was shown that 
the critical Reynolds number is rather insignificant Rec~32. The region of unstable 
frequencies decreases as the thickness of a mixing layer increases, thus the bottom 
branch of a neutral curve lies close to zero. The resulted values a'(Sh) in fig. 3 shows 
that the increments takes maximal values in the region of higher frequencies as Re 
increases. Here the dashed lines shows the values of increments for inviscid case. As 
the Max number increases, so the maximum growth rate decreases and the range of 
amplifying frequencies decreases (the dashed line for M0=2 in fig.2). As it was 
expected, the viscosity suppresses the oscillations reducing the increments for 
moderate Re. 

It is necessary to begin a discussion of the results for T-G instability with 
fig.4, where the dependences a'(Re) are shown for Ro=25, (5=0.15 and M0=1.5. 
From this figure we notice (the critical of Reynolds numbers Rec are given on an 
axis a'=0) that the large-scale vortices (small n) lose the stability at lower Re. There 
is the range of values Re in which they have considerably higher increments then the 
small-scale vortexes. The lines a'=const characterize the achievement of limit a> 
when the increments correspond to inviscid approximation. 

For small n this occurs rather quickly but the growth n delays the process. For 
example, for «=30 it corresponds to rather high Reynolds number ~105. This result 
is rather important for a treatment of experimental data. 
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Fig.4. The influence of Re on increments a' for T-G waves. 

The classical neutral curves and the lines of equal amplification are given in 
fig.5. The area of stability is situated above neutral curve a'=0, the area of instability 
- below it. It was found that the mode w=3 is been boundary and the modes n=\ and 
2 are unstable at any parameters of the expiration. 

Fig.5 The curves of neutral stability for T-G waves 

The generalized results are given in fig.6. It is known that the Goertler number 
G2=Re/i?o was introduced for the consideration of T-G instability. This parameter is 
described a ratio of viscous and centrifugal effects. The curves Rec(G) for «=const 
separate stability regions (to the left and below of the lines Rec) from instability 
regions (to the right and above them). These curves designed at small thickness d for 
the most characteristic values ifo, they give the basical critical values practically for 
all possible parameters inherent for jets. 

The results of investigations show that the account of viscosity allows to clear 
the most inconsistent place of the inviscid analysis. They prove that the small-scale 
wave components have the higher increments in comparison with the large-scale 
waves at moderate Reynolds numbers. Besides, in accordance with attached jet 
case, the latter increments decrease much faster and the small-scale vortices are 
generated much earlier than the large-scale vortices in fluctuation spectra. 
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GASDYNAMICS OF THE RADIAL SLOT JET IN CYLINDRICAL CHANNEL. 

V.I.TerettoY, Yn.M.Mshvidolmdze, and V.A.SnkhareT. 

Institute of Thermophysics, SB RAS 
Novosibirsk, Russia 

1. INTRODUCTION 

The jet flows in channels are widely used in power plants and combustion 
chambers of aircraft and rocket engines. The study of gasdynamic interaction and 
mixing of radial slot jets injected into a channel normally to its axis is of 
considerable scientific interest and practical significance. 

Up to now, a considerable body of information on jet dynamics and heat 
transfer in crossflows has been accumulated [1 - 3]. The studies, however, were 
carried out mainly for plane jets or a system of round jets in rectangular channels. 
For the fan-shaped plane jets injected at an angle to the main stream, studies [4, 5] 
are worth noting. In these studies, the emphasis was placed primarily on the heat- 
shielding properties of such jets. 

The mixing behaviour of fan-shaped jets, especially in channels of finite sizes, 
when the slot width becomes comparable with the channel radius, S/R -* 1, 
possesses some peculiarities as compared to the case of plane jets in unbounded 
streams. 

In this paper, results are presented of an experimental study of pressure and 
velocity fields in a cylindrical channel into which a fan-shaped jet injected normally 
to the main stream. In the experiments, aerodynamic losses on the jet injection 
section were determined as well, including those in the flow separation and 
reattachment region, at varying injection parameter and channel geometry. 

2.      EXPERIMENTAL      SETUP 
MEASUREMENT PROCEDURE 

AND 

Fig.l. Scheme of the experimental setup. 

The scheme of the experimental 
setup is shown in Fig. 1. The diameter 
of the cylindrical channel D* was 34 
mm, while the width of the radial slot 
S=2.2 and 4.5 mm. As the main and 
injected gas, room-temperature air was 
used, with mass-flow rates measured 
with measuring orifices. 
The experiments were conducted at 
varying mass-flow rate of the main 

stream G! which was 0 to 60 g/s (Re! 
=Plw,Dk/m£ 1.5xl05 ) and that of the injected jet Gs = 0 to 95 g/s (Res=pswsS/us< 
5X104 ). In this way, the experiments covered the whole range of injection parameter 
m =psws/p0wo= 0*oo , the near-sonic outflow regime at the slot exit being realized 

© V.l. Terekhov, Yu.M. Mshvidobadze, V.A. Sukharev, 1998 
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at maximum mass-flow rates of the injected gas. The flow regime of both the main 
stream and jet was turbulent. Measurements have shown that the velocity profile 
across the cylindrical channel at the cross-section just in front of slot was near the 
same as that of the stabilized flow, with the power exponent n = 1/7 in the power 
velocity law. The length of the outlet section of the cylindrical channel L was 160 
mm (Lk/Dk ~5); in a number of experiments, in order to determine the effect of 
outlet conditions on the formation of separated flow, the length of the outlet section 
of the channel was increased up to 1*/!^ -15. 

In the work, effect of the geometry of radial slot on the mixing of jet with 
stream was studied. The radius R«, of the rounding of the downstream edge of slot 
was either 0 (sharp edge) or 20 mm (round edge). The mass-flow proportions in 
these two series of experiments were the same. 

In the experiments, the wall static pressure was measured as well as distributions 
of total and static pressure along channel axis. Besides, pressure and velocity 
profiles at channel inlet and outlet were measured, which allowed to determine 
integrals of total pressure and Coriolis coefficients required for finding aerodynamic 
losses. In a number of tests, distributions of pressure across the channel in their 
different cross-sections were measures with the help of micropneumatic comb Pitot. 

3.EXPERIMENTAL RESULTS AND THEIR DISCUSSION 

3.1. Pressure and velocity distributions 

The distribution of 

Fig.2. Distribution of static pressure over the 
channel wall 

channels (L^D^IS). 

static pressure at the channel wall at different injection 
parameters is shown in Fig.2. 
These experiments were carried 
out at fixed mass-flow rate of jet 
(Gs = 22 g/s) and at fixed slot 
width S = 2.2 mm. The pressure 
curves are seen to have similar 
shapes: a plateau of excess pressure 
in front of the fan-shaped jet, then 
an abrupt fall in the separation 
region, and gradual restoration up 
to the atmospheric level at the 
channel exit. The specificity of the 
interaction of a fan-shaped jet with 
the crossflow in a restricted 
channel as compared to plane jets 
[1, 2] consists in that in this case 
no clearly defined «attachment 
region of separated stream with a 
local pressure maximum is 

observed. The latter is evidenced by 
the experiments performed in longer 
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Measurements of static pressure at the axis for all the regimes studied yielded 
practically the same results as at the wall. No radial changes in pressure were 

-O-m=0.55 
-Q-m=1.77 
-A-m=5 
-y-m=9 
—0— m=oo 

Fig.3. Variation of pressure coefficient at different 
injection parameters. 

Fig.4. Velocity distribution along the axis of the 
cylindrical channel 

observed as well. The only exception was the flow without the cross-stream (m-x»), 
when the rarefaction region exceeded that at the axis by 50%. 
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Fig.6.   Comparison   of the   distributions  of wall 
pressure for round (light dots) 
and sharp (dark dots) edges of slot 
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Figure 3 illustrates variation of pressure coefficients along the channel length. Their 
value here and in what follows was calculated from the dynamic head at the 
channel outlet Cp =2(Pw-PaTM)/p2w2

2, where w2 is the mean outlet velocity. With 
increasing injection parameter, the pressure in the region in front of jet also raises. 
The value of rarefaction in the separation region increases as well, being the highest 
at m -*oo. The extention of the disturbed region also increases from x/D* = 0.5 at m 
= 0.55 up to x/Dk = 3-4 at m = 9 -MO . All the characteristic features of the 
development of fan-shaped jet illustrated by Figs.2 and 3 reflect on the velocity 
distribution along the channel axis. These data are shown in Fig.4. Contraction of 
the stream by the separation toroidal bubble results in a substantial acceleration of 
the stream, the ratio (w/w^W increasing with increasing injection parameter and 
the value wmo exceeding the outlet velocity by a factor of five. Thus, analysis of data 
of Figs. 2 - 4 gives an evidence that the stream deformes mainly due to separation 
at maximum injection ratios (m -x» ), the extention of the disturbed-flow zone 
increasing as well. This conclusion is confirmed by measurements of longitudinal 
velocity at the channel outlet: the velocity profile at high injection parameters is of 
the jet character. 

Figure 5 presents distributions of modified pressure coefficient Cp*=(Cp- 
CPmin)/(Cpmax-Cpmin) in the zone lying in immediate vicinity to the separation 
region. The experimental data in this form are seen to be generalizable, which is 
indicative of the universal character of the pressure distribution at different 
intensities of flow separation. The same conclusion is supported also by the 
experimental data [2] for a plane jet in crossflow which are also plotted in Fig.5. 

Rounding the downstream edge of the slot results in a drastically changed 
pressure variation. It follows from Fig.6, which compares experimental data for slots 
with sharp and rounded edges, the mass-flow rates of the main and injected streams 
being the same. For the round edge, instead of rarefaction zone, in the injection 
region a peak of pressure is observed. In this case, throughout the whole region, the 
level of static pressure is higher as well in the channel with the rounded edge. 

3.2. Maximum rarefaction behind the jet 

One of the characteristic parameters determining the intensity of the separation 
flow is the maximum rarefaction behind the jet. Considerable attention in the 
literature has been paid to determining this parameter [1, 6, 7]. For radial fan- 
shaped jets in channels, such data are lacking. 
The calculation analysis presented below is based on the model [1, 6] devised for 
the non-viscous gas flow. The main assumption made when developing the model, 
that the stati pressure remains unchanged along the channel radius at the point of 
maximum flow contraction has been approved by special tests. From the set of 
equations for conservation of mass and momentum at the inlet and outlet cross- 
sections, and at maximum contraction ratio, the following transcendental equation 
has been obtained for rarefaction behind jet: 
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C^O + 2Sm /Jit)
2+2 + 4m2 S cos a / Rk - lj\ + C'^O +2Sm/ Rk)

2 

-AmS I R>£f 
(1) 

(l + 2Sm/Rt)
2 + m2 +1/2 =0 

where Cpm = 2(PrPm)/pu2
2 is the rarefaction coefficient in the separation region. 

The calculation data on maximum rarefaction upon varying jet injection 
parameter and angle for different ratios S/Rk is presented in Fig.7. The value a= 0 
corresponds to the cocurrent flow of stream and jet, where the rarefaction is absent 
and Cpm=0. At counter-injection (a=7t), the rarefaction is maximal. With 
increasing injection parameter, as was stated above, the rarefaction also increases 
and at m -» oo it attains its highest. Upon increasing the slot width at a fixed 
injection parameter, the Cpm Value decreases. 
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Fig.7. Effect of the injection parameter and angle 
of the fan-shaped jet on the rarefaction in the 
separation region. 
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Fig.8. Comparison between the experimental 
data on the rarefaction behind the fan-shaped 
jet and calculation results obtained according 
to formula (1). 

Comparison between the calculation results according to formula (1) with the 
experimental data for normal injection at S/Rk = 0.13 is presented in Fig.8. On the 
whole, in spite of the model's roughness ignoring the presence of boundary layers, 
complex structure of both the separation region and interaction between the jet and 
the flow, etc., formula (1) qualitatively agrees with the experiment. 

3.3. Hydraulic resistance of channel 

The hydraulic-resistance coefficient for a channel with fan-shaped jet was 
determined from the difference between total pressures at its inlet and outlet: 

^2=2(P1*-P2*)/P2W22 (2) 
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where P12 = Pi,2+Ni;2pii2w2i)2/2. is the total pressure, and  Ni)2=  f (w / wfdF 

are the Coriolis coefficients accounting for the contribution to kinetic energy made 
by real distribution of the velocity w as compared to the mean-mass-flow one Wia. 

The values Ni;2, according to data [8], may run well above unity, so that the 
nonuniformity in the velocity profile should be taken into account. In our 
experiments, the Coriolis coefficients were determined from the measured velocity 
profiles at the channel inlet and outlet. 

For the problem under consideration, the value of the minimum energy losses 
for turning around and dissipation of the injected gas can be theoretically estimated. 
From the set of equations for conservation of mass and momenta in cross-sections 1 
- 2 (Fig.l) at Nj = N2 = 1 we obtain: 
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Fig.9.   Hydraulic  resistance   coefficient   of the 
channel with fan-shaped jet. (S/R^ = 0.13). 

Fig. 10. Comparison between the experimental and 
calculation data on hydraulic losses. 1,2 - 
experiments of the present authors for sharp and 
round slot edges, respectively; 3,4 - experiments 
[9] for T-joints with ot= 90° and 60°; 5 - 
calculation according to formula (5) for a= 90° . 

(Px + pyx)I\ + psw]Fs cos a = (/> + p2w
2

2)F2 

at F,=F2 

£=!■ 
1 + 4(S / Rk)m2 cos a 

(3) 

(4) 

(5) (1 + 2(5/ Rt)mf 
Since the coefficient £ in Eq.(5) takes no account of losses for friction and vortex 
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formation which take place in real flows, it represents the lower bound of hydraulic 
losses Fig 9 shows the calculated dependences of % on injection parameter for 
different injection angles. As is seen, changes in the inclination angle of jet to the 
channel axis strongly influence the value and shape of the distnbution of % • Hie 
highest value of 4 is observed at counter-injection (a = 180 C), wMe at the 
cocurrent injection (<p = 0<H < 0, which is indicative of the upgrowing of the total 
energy at the cost of mass inflow. At some intermediate injection angles, depending 
on the slot geometry (S/Ro) and m-parameter, the channel resistance reduces to 

Zer°' Fig 10 compares the experimental data of this study for sharp and rounded 
edges with the calculations according to formula (5). The experimental data were 
expected to yield higher values than those being predicted by the ideal-mixing 
theory However, as evidenced from Fig.10, the situation is quite an opposite one, 
and experimental dots for a= 90° falls to the region situated approximately twice 
below the calculated line. For the round edge, the behavior of the expenmentally 
determined value changes drastically, and at m > 3, % becomes negative^At the 
same time, the experimental data reported in [9] for the transverse mass inflow (T- 
joints) agree qualitatively with the results of our study, in spite of obvious 
differences in the way the gas injection was organized. The reasons for such a 
dramatic discrepancy between the experimental and calculation data remain still 
unrevealed up to date. Possible reasons for such behaviour of % is gasdynamical 
instability of jet near its mouth and deviation of jet from the direction normal to 
axis caused by the crossflow. However, in order to justify this assumption more 
detailed experimental investigations are required. . 

This work has been carried out under partial financial support from Russian 
Fund for Fundamental Research (grant 97-02-18497). 
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THE STRUCTURE OF THE SEPARATED FLOW BEHIND 
OBSTACLES AT HIGH EXTERNAL TURBULENCE 

V. I. Terckhov, N. I. Yarygina, R. F. Zhdanov 

Institute of Thermophysics SB RAS, 
630090, Novosibirsk, Russia 

1. INTRODUCTION 
The separated flow as a means to intensify heat transfer can be successfully used in many 

types of heat exchangers. . 
Studies of the separated flow [1] have revealed a particular contribution of large-scale 

structures to pressure pulsations and to maximum turbulent shears inside nie core of the sepa- 
rated shear layer. As the recirculation flow interacts with the main stream along the outer 
boundary, not only the self-induces turbulence running into 30%, but also tile external one be- 
comes an important factor which determines the strength of the interaction, position of the 
reattachment point and downstream behaviour of the flow. Under the presence of high exter- 
na turbulence, the integral scale across stream in the reattachment region changes substan- 
tially, while in the low-turbulent regime it remains practically unchanged [2,3]. 

By now the question on the interaction of a high-turbulent external stream with a sepa- 
rated flow in the reattachment, recirculation and relaxation regions remains open for further 
investigations and discussions. The present work is aimed at the elucidation of the effect of 
high external turbulence on dynamic and thermal characteristics of the two-dimensional sepa- 
ration caused by an isolated rib or downward step. 

U 

a>- b). 

Fig. 1. Flow configuration and coordinates behind a downward step (a) and a rib (b). 

Analysis of relevant data reported in the literature has shown that turbulization of Ihe free 
stream makes it possible to intensify heat transfer over a ribbed surface due to its influence 
exerted both on the structure of flow around obstacles and on the heat transfer in the recircu- 
lation zone situated behind them. However, no quantitative estimations are possible because 
of lack of experimental results and difficulties arising in modelling separated flows When 
evaluating heat transfer in a separated flow according to the K-E model of turbulence f41 it 
was assumed that the thickness of the viscous sublayer is self-adjusted as a known function of 
turbulent energy of the free stream. However, this type of assumption so far was given no ex- 
perimental verification even for the low-turbulent stream, experimental heat transfer studies in 
the separation regions being less numerous than those dealing with the hydrodynamic aspects 
ot the problem. *^ 
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The present work places primary emphasis on the comparative analysis of high-turbulent 
flows over an isolated rib and a downward step at the same heights of the obstacles and on the 
comparison between their dynamic and thermal characteristics, in particular, their pressure 
and heat-transfer coefficients. 

2. EXPERIMENTAL EQUIPMENT AND PROCEDURE 
The studies were carried out in a subsonic wind tunnel with a 600 mm-long rectangu- 

lar working channel having the cross-sectional area 200x200 mm2. The experiments were 
conducted at the velocity Ue of the free stream over obstacle of 20 m/s at corresponding Rey- 
nolds numbers Rex=xUe/v=5xl03-5-5xl05. 

The test model was a fiat textolite plate 
with an isolated obstacle placed on it Ribs 
with the height of 3, 6, 10, 20 and 30 mm, 
made of an organic glass were anchored in 
turn to the test model 110 mm from its front 
edge. In the tests with step, a streamlined 230 
mm-long plane packing was fixed onto the 
plate. The height of the step was varied from 
6 to 30 mm by vertically displacing the plate 
while keeping constant 58 mm. Figures la,b 
show the scheme of the flow behind step and 
behind rib, respectively, the typical coordi- 
nates of the obstacles and those of the sepa- 
ration region being presented as well. 

The model equipped with a ribbon heater 
made of a foil with the total area of 150x400 

mm2 ensured a uniformly distributed heat flux. Heat-transfer characteristics were measured 
using 40 Chromel-Alumel thermocouples built-in along the plate axis and spaced about 10 
mm apart. The heat leaks due to thermal conductivity of the model were determined from the 
temperature difference between its sides. In the work, also the static pressure behind the ob- 
stacles was determined. In this case, the experimental model was an above-described plate 
with taps arranged along the working section. 

The enhanced external turbulization was introduced by passive «perforated plate»-type 
and flag-type turbulence generators described in detail elsewhere [5], the velocity pulsations 

Tue = V^/f/, being measured with a DISA 55M one-component hot-wire anemometer. The 
distributions of Tue at the natural level and behind the turbulence generators are shown in 
Fig.2. 

3. RESULTS AND DISCUSSION 
3.1. Effect of turbulence level on some dynamic characteristics of separated streams 
The distance XR between the front edge of the model and the reattachment point is an impor- 
tant characteristic of the recirculation region, the value of XR coinciding with the coordinate 
Xomax, where the heat-transfer coefficient attains its highest [6, 7]. At the same time, behind 
the step of a height H being comparable with the thickness 8o of the boundary layer in front of 
it, Xounax is shifted with respect to XR towards the obstacle by one and a half-two gages as com- 
paredtoH[8]. 

Fig.2. Longitudinal velocity pulsation office stream. 
1 - without turbulizator, 2 - with «perforated» turbuli- 
zator; 3 - with «flag» generator. 
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The length of the recirculation region behind step was evaluated from the profiles of ve- 
locity vector (Fig.3a). Although the one-wire sensing element of the hot-wire anemometer 
used in this study provided data for the reversed and turbulized stream with an inaccuracy be- 
ing ramer substantial, as it is insensitive to the negative direction of the stream, the bend in the 
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Fig. 3. Mean velocity profiles behind a downward step of the height H=20 mm (a) and a rib H=6 mm (b). 
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Fig. 4. Turbulence intensity distribution behind a rib 
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profiles correspond to the point with zero 
velocity. For the negative region, the ele- 
ment generates a stationary signal and, 
from the reattachment point on, no bend in 
the velocity profile is observable. Accord- 
ing to data shown in Fig.3a, behind the step 
of the height H=20 mm in the low- 
turbulent stream, the length of the separa- 
tion region XR is roughly equal to 8H, while 
in the high-turbulent stream (TUe=14.2%) 
XR=5H. This estimate confirms the conclu- 
sion made in [2, 3, 7, 9] about marked de- 
creasing of the length of the recirculation 
region caused by high external turbulence. 
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The distribution of velocity behind rib 
(H=6 mm) at the turbulence level Tu,.=14.2% 
(Fig.3b) is very much the same as that behind 
step, with the only exception that the change 
in velocity is observable for the heights ex- 
ceeding the height of rib by more than three 
times. The latter is due to bending of stream- 
lines in front of rib and due to increasing 
thickness of shear layer. Behind the reattach- 
ment point, over the length of the relaxation 
region, the velocity profile flattens, the 
"memory" of the pulsational characteristics 
being more long. Figure 4 presents the distri- 
bution of turbulence intensity over the length 
of the separation zone in the flow around the 
6 mm-long rib for three different distances to 
the wall, which shows that, as the turbulence 
level of the approaching stream grows in 
value, the total level of the pulsational veloc- 
ity keeps constant, while its maximum moves 
closer to the obstacle, thus indicating once 
more that the region of the recirculation zone 
becomes shorter. Figure 4 also confirms the 
conclusion made in [8] that no correlation 
exists between the turbulence energy of the 
separated flow and that of the outer stream, so 
mat the relationship between them is nonlin- 
ear. Figure 5a,b shows in the coordinate x/H 
and y/H plane the position of the maximum 
pulsational velocity in the separation region 
behind a rib and a step at two turbulence lev- 
els as compared with the results by other 
authors. Eaton and Johnston [10] have shown 
that the closer to the wall the points of the 
maximum turbulence are situated, the smaller 
the length of die recirculation-flow region. 
The values reported by Baker S. for a step 
[10] are smaller than those for an abrupt ex- 
pansion of tiie tube (Eaton J.K. and Johnston 
J.P. [10]). This conclusion proved to be inva- 

lid for highly turbulized flows. In Fig.5a at Tue=14.2%, turning of points upwards in the reat- 
tacbment region has occurred at larger distance from the wall than it has at TUe=l-5%. Moreo- 
ver, for the bom turbulence levels (see Figs.5a,b) the maxima of pulsational velocity lie close 
together. Since me position of the maxima approximately coincide with the central line of the 
mixing layer, in all likelihood, the mixing layer in the turbulized stream gets thick considera- 
bly due to increasing vortex-structure scale, and its lower boundary makes the recirculation 
region shrink. 

Fig.6. Pressure coefficient distribution in separated 
and reattached regions formed by a step a). H=10 
mm; b). 20 mm; c). 30 mm. 
Open symbols - Tu.=l .5%; dark - 14.2%. 
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3.2. Pressure coefficients 
In the experiments, the pressure coefficient was determined as Cp=2-(PrP^/pUe2, where 

Pi is the static pressure along the separation region, Pe is the pressure in the stream in front of 
step and over rib. The characteristic velocity Ue over rib was chosen so that the effect due to 

encumbering H/h of the channel (here h is the 
height of the working channel) might be ne- 
glected. The difference between the velocity 
in front of rib and that over it at the highest 
value of H/h, 0.15 (H=30 mm), did not ex- 
ceed 20%. 

Figures 6 show the pressure distribution 
behind the steps of the height 10 mm (a), 20 
mm (b) and 30 mm (c) for two turbulence 
levels which in the low-turbulent stream has a 
typical form [11]. Within the zone of the sec- 
ondary vortex the value Cp is negative, men it 
increases up to its maximum value at the reat- 
tachment point, and, at the point three-four 
gages downstream it saturates at a constant 

level. It is quite reasonable that the pressure coefficient increases with increasing height of 
obstacle. The shift of the maximum of Cp in the high-turbulent stream points once again to the 
shortening of the recirculation region. The maximum value of the pressure coefficients in- 
creases by a factor of 1.2-i-l .3, the rarefying in the region adjacent to the step becoming all the 
more smaller. The total change in the pressure is more clearly illustrated by relative pressure 
coefficient Cp = (Cp - Cpniin) / (1 - Cpinin) first introduced by Roshko A. and Lau j.C. [12], 

see Fig.7. The coefficient Cp inside the sec- 
tion where the pressure grows in value is 
practically independent of the height of the 
obstacle. For both turbulization levels, sta- 
tionary values of Cp are attained at the same 
distances, about 15x/H. The maximum of Cp 
increases by 1.3* 1.4 times. 

A completely different type of situation is 
met when considering the plot of the distri- 
bution of pressure coefficient Cp behind rib 
(Fig.8). Throughout the whole separation re- 
gion, the value of the coefficient is negative. 
Similar results have been obtained in [3, 13, 
14]. The relative pressure coefficient 
Cp=f(x/H) is presented in Fig.9a showing that 
the hydraulic resistance of the separation re- 
gion increases as the level of the external tur- 

bulence raises. In the turbulized stream for different rib heights, the values of Cp, unlike in the 
case of step, do not coincide even in the growth region. Figure 9b shows the dependence of 
Cp=f(x/XR), where xR was assumed equal to the given below values x^«,. For the rib with 
H=20 mm, the experimental dependencies at both Tue=1.5 and 14.2% Ue close to the results 

Fig.8. Pressure coefficient distribution in separated 
zone formed by a rib. / - TUe=14.2% for H=10 mm; 
2, 3 - H=20 mm for Tu^l.5% and 14.2% respec- 
tively; 4 - [3] (H=24 mm); 5 - with turbulizator [3]. 
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Fig.9. Reduced pressure coefficient 1,2,3- designations see in fig.8; 4 - [2]; 5 - [12]. 

of [3, 13] obtained for approximately the same height of obstacles. For smaller height of rib, 
the dependence Cp=f(x/xR) turns out to be more gently sloping. The maximum of Cp increases 
by no more than 1.2 times. 

33. Heat-transfer coefficients 
The heat-transfer coefficients measured up in the low-turbulent stream on a plate without 

an obstacle are represented by the following standard dependence: 
St=0.029Rex-O2P/'6. 
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At smaller distances, the effect due to starting length becomes essential. The effect due to 
the turbulence generated by the perforated plate on heat transfer Was found not to exceed 5%, 
while mat due to the turbulence behind the flag generator increases it by no more titan 15%. 

The distribution of heat-transfer coefficient at three different turbulence levels behind ob- 
stacles is illustrated by fig.10. Behind the step of the height 20 mm (fig. 10a), at increasing 
external turbulence, a shift of x^«« from 6 down to 5 and 4.5 gages is observed for fUe=K>.6% 
and 14.2%, respectively, the value of Xo^ increasing by 10% and by about 30%. Throughout 
the whole separation region, there takes place a substantial growth of heat transfer. At the be- 
ginning of the relaxation region, the difference between a in high and low-turbulent streams 
gets smaller and over the most part of the relaxation region, heat transfer intensification is ap- 
proximately the same as on plate. A similar situation is observed also behind ribs of different 
height (fig.10 b, c, d). On the whole, the heat transfer behind a rib is greater than that behind 
the step of the same height, and it increases with decreasing height of rib. The length of the 
recirculation region, and, correspondingly, the distance to the maximum of the heat-transfer 
coefficient is larger man mat behind step. At H=20 mm ^jHHiS in the low-turbulent 
stream, and this ratio increases with decreasing height of rib. In the high-turbulent stream at 
Tue=14.2%, the difference caused by different heights is negligible and xOIM^H=ll, and the 
largest increase in cw takes place in case of the highest rib, amounting to 22%, i.e., being 
smaller man that in case of step. Otherwise the behaviour of the dependencies behind ribs is 
the same as behind steps. 

0.3S 

Fig.U. Average heat transfer coefficient in separated region formed by a step (a): 1 - H=10 mm; 2 - 20 mm and 
a rib (b): / - H=3 mm; 2 - 6 mm; 3 - 20 mm. Open symbols - Ttie=l .5%; dark symbols 14.2%. 

The effectiveness of turbulization in increasing heat transfer can be estimated by consider- 
ing mean values of ä. Figure 11 present the plot of dependencies 'ätfän = /(*,) in low- and 
high-turbulent streams for 10 and 20 mm-high steps and 3,6, and 20 mm-high ribs. Here a, is 
the value a averaged over the section stretching from the initial point xo to me coordinate Xj, 
attt is the mean value of heat-transfer coefficient for plate on the interval Xj-xo. In the zone of 
secondary corner vortex, low values of normalised mean heat-transfer coefficient are ob- 
served, then up to me reattachment point they grow in value substantially in an abrupt manner 
and, afterwards, they increase slightly in the relaxation region. While behind steps at 
Tue=1.5% throughout the heat-transfer section length no increase in cc is seen, behind ribs 
mere takes place an about 10%-enhanced heat transfer (in case of H=20 mm XR is higher than 
the heating length). The effect due to external turbulence on mean heat-transfer coefficients is 
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slightly different behind a rib and behind a step. More clearly pronounced heat-transfer inten- 
sification behind steps is seen as compared to the case of ribs, especially for H=20 mm, 
where, over the separation region, ä increases by a factor of 1.45. The increase in a over 
the relaxation region amounts to 20%. On the whole, ribs proved to be more effective intensi- 
fier than steps. However, in highly turbulized streams, step may serve as intensifiers as well, 
with the effectiveness which can be increased by inclining the side wall [5]. 

4. CONCLUSIONS . 
The following conclusions can be drawn from the comparison of flows over isolated steps 

and ribs at high level of external turbulence. 
L In highly turbulized flow with the turbulence level up to 15% the recirculation region be- 
hind a step becomes shorter by a quarter of its initial length, while that behind a rib expands, 
the extension of the region becoming independent of the obstacle height. 2. The increased ex- 
ternal turbulence has a more pronounced effect on heat transfer man on pressure coefficient. 
£ More clearly defined influence of external turbulence behind a step is observed as com- 
pared to rib of the same height For example, for H=20 mm the maximum heat-transfer coef- 
ficient behind step increases by 1.32 times, while mat behind rib only by 1.22 times. £. The 
mean integral quantity ä gives an indication of a substantially increased heat transfer in tur- 
bulized streams bom behind a rib and, even to a greater extent, behind a step, thus making it 
possible to optimise the process on ribbed surfaces. 

The research described in this paper was made possible in part by Grant AP 97-02-18497 fiom the Russian 
Foundation for Fundamental Research. 
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DEVELOPMENT OF NUMERICAL METHODS ON THE BASIS OF 
EULER EQUATIONS 

AS APPLIED TO SUPERSONIC AERODYNAMICS PROBLEMS 

V.F.Volkov 

Institute of Theoretical and Applied Mechanics SB RAS, 
630090, Novosibirsk, Russia 

Along with the development of principally new numerical methods and 
corresponding software designed for solving applied problems of 
aerogasdynamics, it is also important to modify the existing software systems in 
order to extend their capabilities, increase their accuracy and reduce 
computational costs. The user's utilization of software systems often reveals their 
drawbacks and the need for their modification. Thus, the previously designed 
software [1, 2] was aimed at numerical calculations of three-dimensional 
supersonic flow over bodies of revolution and similar configurations in the 
framework of Euler equations. Its modification [3-6] was necessitated by 
extending the class of problems being solved (supersonic interaction of two 
bodies, the flow over lifting surfaces, etc.) and by the need in parametric 
numerical studies of various configurations. The extension of the class of 
problems required adaptation of the boundary conditions for more complicated 
boundaries of the computational domain [3-5]. The use of the one-step pseudo- 
transient scheme within the framework of existing algorithm for computational 
time reduction required its further improvement and also conduction of 
numerical experiments for verification of the modified algorithm properties. 

The developed algorithm, which allows one to solve a wide class of problems 
of today's aerodynamics, is based on solving the Euler equations in an integral 
form [4, 6]. The computational domain boundaries are the bow shock wave 
surface, where the shock conditions are satisfied, the body surface, where no-slip 
conditions are set, the symmetry plane of the body, where the flow symmetry is 
assumed. The computational domain is split into finite non-intersecting volumes. 
The computational grid is adapted to the computational domain boundaries. The 
initial equations are approximated in each elementary volume, the values of 
gasdynamic parameters at the cell boundaries are additionally determined 
linearly from their values in the node points. The changes of parameters in the 
nodes of a finite-difference grid are determined from the relations taking into 
account their changes in the neighboring finite volumes. Such an approach 
ensures the second-order approximation with respect to spatial coordinates [4]. A 
solution is sought under the condition that the flow is supersonic everywhere 
around the body. This condition allows one to use the marching method in the 
longitudinal direction. A steady-state solution of the problem of the flow with 
prescribed initial parameters is found by the pseudo-transient method with the 
first-order time (one-step scheme) in each longitudinal cross-section. The flow 
parameters in the first marching cross-section are calculated from the condition 
of conical flow near the body tip. The bow shock wave position is corrected in 
the course of solution convergence. 

The efficiency of numerical calculations based on the developed scheme for 
various classes of three-dimensional supersonic flows was tested by comparing 
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the solution obtained for the flow over conical configurations with the tabulated 
numerical results from [7]. For various configurations, a comparison is also made 
with multiple data of physical experiments. 

1. Supersonic flow over lifting configurations with sharp leading edges 

The method of determining the normal to the edges described in [3] is used in 
the problems of three-dimensional flow over various bodies to ensure the no-slip 
condition. The proposed realization of the boundary conditions on the body 
surface does not require special procedures for calculating the parameters at the 
leading edge and makes the numerical algorithm uniform. 

The calculated and experimental data are compared in [7] for the flow over a 
lifting configuration (delta wind with a symmetric hexagonal cross-section and 
leading edge sweep %=75°) for M«=4 and angle of attack a=8.3°. 

The numerical and experimental results [8] on the flow over a thin delta wing 
with a sweep angle x=70.67°, angle of attack a=14.5° and Mach number 
Moo=4.05 are shown in Fig. 1. The wing has sharp leading edges and symmetric 
rhombic profile with relative thickness Cmax=3.3%. The leading edge is 
supersonic in the considered conditions. 
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Fig. 1. The flow over a delta wing with rhombic profile. 

A good qualitative agreement in the character of variation of the pressure 
coefficient at the leeward and windward wing surfaces is observed between the 
computations and experiments. The difference of Cp near the leading edges is 
caused by the fact that when the shock wave is attached to the leading edge, the 
boundary conditions disagree with a local plane flow in this region. To eliminate 
this disagreement, it is necessary to take into account the flow character near a 
sharp supersonic leading edge, which is similar to a beveled wedge and 
determines_the real shock wave configuration. The disagreement observed in the 
region 0< z<0.3 in cross-section x=0.76 at the windward side is explained by 
the sting influence in experiment [8]. The calculated isolines of the pressure 
coefficient at the windward and leeward sides of the wing are shown in the 
central part of Fig. 1 (left and right parts, respectively). It is seem that a conical 
flow is observed only up to the lines of surface inflection. 
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Fig. 2. The flow over a TU-144 wing. 

The calculated results (lines) and experiments [9, 10] for a wing of TU-144 
are compared in Fig. 2 for Moo=2.27 and angle of attack a=8.3°. This wing with 
a flat mid-surface has a parabolic profile along the local chord with variable 
spanwise relative thickness, whose maximum value is Cmax=3%. On the whole, 
the calculated results are in good agreement with the experiment. The maximum 
difference is observed at the leeward side in cross-section 2=0.2, near the leading 
edge at 0< x<0.2 (see Fig. 2), and also in the root part of the local chord 
( x>0.7) where the local characteristics were affected by the sting. The calculated 
value of the lift force coefficient Cy=0.227 is by 6% lower than that obtained 
experimentally on the basis of pressure measurements. 

2. Supersonic flow over the body in the presence of a surface 

When the flow over the body with a closely positioned surface is calculated 
(Fig. 3,a), the no-slip conditions at the interaction surface are added to the 
Rankine-Hugoniot conditions at the external boundary of the computational 
domain [4]. We consider situations of regular interaction between the bow shock 
waves and the shock waves in the disturbed region. A specific feature of the 
numerical algorithm used for solving this problem is the determination of the 
points of the bow shock wave intersection with the surface in a cylindrical 
coordinate system t*t qp, and the satisfaction of the boundary conditions 
(reflection) near this line. 

230 



M,o= 4,02    e 

Fig. 3. Interference of the body of revolution with a plate. 

Experimental data from [11] were used to test the algorithm. The flow over a 
body of revolution that has a conical forebody with half-angle 8k=30° was 
studied in this work for Moo=4. The cylindrical part of the body had an aspect 
ratio A=5. The relative distance from the body axis to the surface was 
R=R/Lk=l.l where Lk is the cone length. Figure 3, c shows the calculated 

distribution of relative pressure P2/Px versus (ft* along the surface trace of the 
shock wave induced by the body (line 1), as compared with experimental data 
and calculations for the shock induced by a purely conical body (line 2). A more 
intense decay of pressure in comparison with a purely conical shock is caused by 
the influence of expansion wave propagating from the hinge of the body 
generatrix. The computation is in good agreement with the experiment, except 
for the point <ff=0, where the shock wave/boundary layer interaction effects are 
observed in experiment. 

Figure 3, b shows a comparison of pressure distributions P2/P<x>( x) on the 
plate along the interaction line symmetry axis ( x=x/Lk). A satisfactory 
agreement between^ the computation and experiment [11] is seen. A certain 
difference at 1.5< x<4 is explained by effects of the boundary layer separation 
caused by the bow shock wave. The influence of the shock wave reflected on the 
plate surface can be estimated from the pressure coefficient distribution on the 
body along the cylinder generatrix calculated for various * (Fig. 3, d). A lower 
Cp maximum with increasing <p is related to a smaller angle of flow deflection 
from the side surface. It should be noted that at the body generatrix, which is 
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external to the plate (p=180°) the shock reflected on the plate does not exert any 
influence, and the pressure distribution corresponds to the flow over an isolated 
body. A repulsive force is induced between the plate and the body in this flow. 
The calculated value of this force coefficient ACy=0A505 is fairly close to 
experimental value ACy=0A35 [11]. 

3. Estimation of sonic boom parameters 

To estimate quantitatively the sonic boom affecting the ground-based objects 
during supersonic flight, we need the methods for calculating the shock wave 
strength at large distances from the aircraft. 

The existing asymptotic methods allow one to estimate the sonic boom at 
large distances with suitable accuracy only for disturbance sources of simple 
shape. For a real aircraft, one has to take into account the disturbances initiated 
by various constructive elements, which makes the problem more complicated. 
An approach based on determination of the sonic boom intensity in the far field 
by recalculating the flow parameters on the control surface of the near field was 
developed in [12] (Fig. 4, a). The flow parameters on this surface are determined 
by solving numerically the problem for a real configuration or using the results of 
a physical experiment. 
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Fig. 4. Calculation of sonic boom parameters. 

From the estimates of [13, 14], the sonic boom intensity for heavy transport 
aircraft at large distances from the source depends on the lift force, wing 
planform and load distribution over the wing, along with the governing 
parameters (flight Mach number, distance to the Earth surface). These 
parameters can be obtained on the basis of pressure distribution over the wing 
surface obtained numerically or experimentally [9,   10].  The sonic boom 
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parameters in the near field of the wing of a supersonic passenger aircraft (such 
as TU-144) calculated for Moo=2.27 and angle of attack a=5.6° using the 
experimental load distribution from [9] (Fig. 4, b, marked by 1) are presented in 
Fig. 4, c (2) together with the corresponding experimental data (3) from [12]. The 
longitudinal coordinate x is related to the length L of the root chord of the wing. 
A good agreement of the calculated pressure distribution with that registered 
experimentally is seen. Figure 4, d shows the calculated pressure distribution in 
the near field (marked by 2, 4, and 5) for various distributed loads on the wing 
for the same free-stream parameters and fixed lift force (Fig. 4, b) determined 
experimentally in [9], and also numerical results for the same wing [10] and 
uniformly loaded wing (marked by 1, 4, 5). The calculations for the medium 
zone, where an N-wave is formed, for the same cases (the same notations) are 
shown in Fig. 4, e. It is seen that a uniformly loaded wing (marked by 5) ensures 
the minimum sonic boom intensity. 

The work was supported by the Russian Foundation for Basic Research 
(grant 97-01-00885). 
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NONLINEAR PROCESSING  OF   VELOCITY   FIELDS 
CALCULATED WITH PIV-METHOD DATA 
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Novosibirsk State Architectural-Building University 

630008 Novosibirsk stLeningradskay 113 

INTRODUCTION 

The PIV method (particle - image velocimetry method) [1] have found wide 
application during the passed ten years in experimental investigation of velocity fields in 
fluids. The method consists in that one takes moving pictures or makes video records of 
position of specially introduced marked particles in a flow at precisely given times / and t+At. 
Then whole observable section is devided into rectangular (most frequently square) fragments 
of NixN2 pixels known as spots. For each (ji,j2) - spot the maximum value of correlation 
function is calculated. Then on this values the displacement vectors h{jl,j2) are determined. 
The velocity vectors which must be found in the time moment /, in the point (jhj2) are 
proportional for this displacement vectors. However, digital processing and random character 
of initial images cause contradiction between resolution of the method and stability of 
calculated estimates of the velocity fields. 

This contradiction consists in following: at increase of the spot size (i.e. volume of 
sample) random estimation error of a velocity vector ( random distortion of direction and 
length) is reduced but is worsened the resolution of a method because of replacement all 
«true» velocity vectors within a spot by one average vector. At decrease of the spot size the 
return law is observed. 

In the given work for reduction of random estimation errors a class of nonlinear vector 
filters is offered. These filters have better performance than filters, used in [2] for processing 
separate projections of velocity vectors (scalar filtering). 

NONLINEAR VECTOR FILTERS 

The shift vector h ( jj, j2 ) calculated on correlation function can be presented as 

h(ji,j2) = Mh>h) + bfJ'j'h) + $(Ji.J2)> (i) 

where h(j), j2) is the exact shift vector , b(jh j2) is the systematic error, caused by the 

averaging of vectors in spot area, %(jh j2) is the random error, caused by limited volume of 
data within the spot which is used to calculate correlation function. 

Mentioned above contradiction between stability and resolution of PIV method can be 
solved by reduction of the spot.size (reduction of systematic error b(jj, j2)) with following 

smoothing of vector field   fi(j), j2) = {hx(j),J2),hy(jJrj2)}   (reduction of 

random error tfju j2)). It is clear, this filter should not cause appreciable increase of a 
systematic error. 

® Yu.E.Voskoboinikov, V.CBelyavtsev, 1998 
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This approach was realized in work [2], in which nonlinear combined filters [3] were 

used for filtering separate scalar fields {hx(jj,J2)} md i^y(h'h))- As between 

projection {hx (jj, j2)}) and {hy(j),j2)}) correlation is possible, the processing of 

vector field (instead its projections) can essentially reduce a random error. 
For definition of nonlinear vector filters the following designations will be introduced. 

Let given a sequence of vectors Xj, x2 xN. The median x" of this sequence will be 
identified a vector of this sequence, which satisfies a condition [4]: 

N     u N\ ll Y,xM-Xi <lk-*i| (2) 
i=; JW 

for any vector Xj. The operation of calculation of median will be denoted as 

med{xj,x2, ...,xN}. 

The average vector X*v of this sequence will be defined as 

xAV = — SUm(Xj,..,XN), (3) 
N 

where sum(») denotes a vector summation operation. 
The operation of calculation average vector will be denoted as 

aver{xj,x2, ...,xN). 

Using introduced operations we can define local vector filters. These filters process only that 

vectors h(j],J2)> which ^^ fallen into *e fflter   aPerture ^ centered at spot (i';,ir) 
Hereinafter such vectors will be denoted as 

h(ij+lj,i2+l2),   (lj,l2)eA. 
So for square window with size 5x5 U e [-2,-1,0,1,2], he [-2,-1,0,1,2]. 

The output signal of median vector filter is defined by the expression [4]: 

hM(ij,i2) = med(h(ij+lj,i2+l2)),   (lt,l2) eA. (4) 

Such filters well delete pulsed noise, but not so good smooth the lowamplirude noise. 
Therefore in analogy with [3] we will introduce combined vector filters. 
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Filter CF1 
.CFJ h    (ij,i2) = aver{h(ij + lJti2 +12),   (lJtl2) eA: 

h(ij+lJfi2+l2)-hM(iJti2)\\<F} 
(5) 

Filter CF2 
.CF2 V'PM = ^er{hM(i1 +l2>i2 +12),(lJtl2) eA: 

hM(iJ + lj,i2 + l2)-hM(iJ,i2) <F} 
(6) 

Output signal of filter CF1 in a point (iL i2) is defined by averaging of such vectors in 
filter aperture, which on norm differ from median hu (ilt ij on value no more than F. Value 
Fis determined from variance of noise £ for example F = 3<J*. Output signal of filter 

CF2 in a point (i,t ij is defined by averaging of medians hu in filter aperture , which on 
norm differ from median hM (iti2 )on value no more than F. This increases a quality of the 
filtration under intensive pulsed distortion. For study the offered vector filters (4), (5), (6) was 
made following computing experiment. 

COMPUTING EXPERIMENT AND REAL EXPERIMENT 

For "exact" vector field h(j,,j2) was accepted field 100x100 spots. The original vector 
field distorted by the noise with pulsed and lowamplitude components. The level of pulsed 
component was 100% and the level of lowamplitude component was 5%. Was it changed 
percentage contents of pulsed noise 0 %, 5 %, 10 %. Noised vector field was processed by 
filters (4), (5) and (6). In the next table 

Pulsed 
noise 

% 

Median filter Filter CF1 Filter CF2 Relative 
error 

Scalar Vector Scalar Vector Scalar Vector 

0 0.028 0.026 0.025 0.016 0.023 0.013 0.051 

5 0.032 0.028 0.031 0.023 0.029 0.018 0.231 
10 0.036 0.033 0.034 0.031 0.031 0.028 0.319 

are provided the relative error J1 of vector field h(ij, i2) 

^_IEp (h>h)-h(ii,i2)\ 
SE|Ä(V,ir 

(7) 
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and relative filtering errors £ 

SF = 
T.I.hF(h.h)-hOj,h)\\ 

znw^ (8) 

which was obtained with offered vector filters (4),(5),(6) and scalar filters from [3]. In 
expression (8) value hF(j1J2) means vector field after filtering. As can be seen, smaller relative 
filtration error is provided by filter CF2 defined by expression (6). 

As an example of processing of real physical experiment we shall consider the 
following results. The initial data PIV - method were submitted by two images of particles in a 
flow, registered at the moment of time / and / + At. The size of the images 512 x 480 pixels. 
These images were divided on spot by the size 16 x 16. The field of displacement vectors 
calculated on this initial data is shown on fig. 1. The field contains abnormal displacement 
vectors . The occurrence of these vectors is caused in small volume of data at calculation 
correlation functions. For removal of abnormal vectors was used the vector filter CF2. The 
result of processing is shown on fig. 2. Essential improvement of accuracy of calculation of a 
displacement vectors field on PIV - method data is visible. 

Axis Y 

Axis X 

Fig. 1 
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Thus offered in work nonlinear vector filters allow to remove (in a certain degree) the 
contradiction of processing of a PIV-method data. 
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NUMERICAL MODELING OF SUPERSONIC FLOW IN PLANE CHANNEL 
WITH THE LOCAL SOURCE OF ENERGY 

V.P.Zamuraev 
Institute ofTheoretical and Applied Mechanics SB RAS, Novosibirsk, Russia 

The effects related to local action upon supersonic flows are of certain interest. This 
interest is due to the fact that the flow structure can be sometimes changed by comparatively 
low energy or substance consumption. The results of [1,2] can be used as examples. 

The effect of a local energy source on a supersonic flow in a plane channel is 
considered in the present paper. This effect can increase the flow vorticity, which is important 
for mixing of chemically reacting substances, for the processes of supersonic combustion, etc. 
[3] The consideration is confined to the Euler equations of motion of the perfect gas. It is 
assumed that the size of the energy release region can be by 2-3 or more orders smaller than 
the channel size. In this case, a specially developed technique is used in the paper. It can be 
classified as a method of overlapping grids, it differs from the existing grids by the fact that 
the cell sizes can differ by two orders of magnitude. 

PROBLEM FORMULATION 

A supersonic flow in a constant-area plane channel with a local energy source near the 
wall is modeled. The Euler equations are solved in a conservative form with a constant ratio 

of specific heats y: 

3U/a+dFie*.+dG/ty = 0, 

V = (p pu, pv, e), F = (pu, p+pu2, puv, u(p+e)), G = (pv, puv, p+pv2, v(p+e)). 

The x and y coordinates are directed along and across the channel, respectively, and related to 
the channel width d; the time t is related to d/a0, the gas velocity components u and v and the 
sound velocity a - to a0, the density p-topo; the pressure p and the total energy of unit gas 
volume e are normalized to /*> a0

2; po and a0 are dimensional pressure and sound velocity in 
the flow at the channel entrance (the corresponding gas density is ypo). For the gas model 
under consideration 

p = (y-l)-(e-p(«2+v2)/2),   a2 = #>//>. 

The non-disturbed flow parameters are set for solving these equations at the channel 
entrance (x=0). Extrapolation is used at the channel exit (x=l) for supersonic speeds. The no- 
slip condition v=0 is set at the channel walls (y=0 and 1). At the initial time moment, the gas 
parameters in the entire flow region, except for a small energy release region, are the same as 
at the channel entrance. The energy source is located near the wall and has a rectangular shape 
(/,< x< h, 0£ v <. d2)lt is assumed that the energy is released very rapidly and the gas density 
does not'change during an appropriate time interval, only local pressure and temperature 
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change. A higher initial pressure (and temperature) are set in this region. All other parameters 
(p, u, v) are the same as in the remaining part of this region. 

NUMERICAL TECHNIQUE 

The MacCormack scheme [4, 5] combined with a certain grid procedure is used to 
solve numerically the posed problem. The overlapping grids are widely used in the literature 
for solving steady problems [6, 7]. Unsteady problems are solved using two- and three-level 
adaptive grids with step decreasing by a factor of 2-4 [8-10], and also using the method of 
unstructured grids [11], where the number of connection of a given node with the neighboring 
ones is at most doubled. All these approaches, however, require great memory costs for 
solving the problem considered here. The technique used in the present paper allows one to 
introduced grids with a smaller step (by an order of magnitude) in certain flow regions. The 
above approaches do not allow one to do this because of considerable oscillations or 
nonphysical waves. 

In accordance with the present technique, the flow domain, in which the gasdynamics 
equations are numerically solved, is split into a number of subdomains sequentially 
surrounding one another. Each of them has its own rectangular grid with the identical 
directions of cell sides. The most coarse grid is in the external subdomain. The grids become 
more refined when passing from the external subdomain to the internal one. The most refined 
grid is in the most internal subdomain, including the energy source region. When passing from 
one grid to another, the step can be decreased rather considerably, for example, by an order of 
magnitude, and the step of integration in time decreases correspondingly. Thus, the Courant 
criterion has the same value for all subdomains, and each of them can be calculated using the 
same difference scheme. 

To merge the solutions, the subdomains are extended to the neighboring ones. For 
simplicity, hereinafter we will assume that the flow domain is split into two subdomains: with 
coarse (1) and refined (2) grids. Two layers of the coarse grid nodes are introduced in a 
subdomain with refined grid near the boundary with the coarse grid subdomain. The values of 
the flow parameters in these layers at the previous time layer are found from the values of 
these parameters in the nodes of a refined grid for the same time instant. This is done by linear 
interpolation. Because of small step, the interpolation error is also small. The resultant 
parameters are used as boundary conditions for finding a solution in the coarse grid 
subdomain at a new time layer. 

In turn, the refined grid is extended to the coarse grid subdomain for one coarse step 
(with refinement ratio equal to r = Afi/Af2, for r steps of the refined grid). The flow parameters 
in additional nodes of the refined grid are also calculated by linear interpolation of their values 
in the coarse grid nodes. The resultant parameters are used as boundary conditions for finding 
a solution in the refined grid subdomain. Using the same difference scheme (arbitrary scheme 
using hydrodynamic fluxes), the calculation at a new time step is then performed. Only one 
time step Afi is made in subdomain (1), whereas r steps are made in subdomain (2), each of 
them being equal to At2. The number of nodes in each extended subdomain, where the new 
parameters are calculated, is reduced on the side of the other subdomain. As a result, the flow 
parameters at the new time step are known in all nodes of non-extended subdomains. This 
procedure does not induce oscillations and nonphysical waves; 

The MacCormack scheme [4] with spatial splitting was used as a difference scheme. 
The order of integration with respect to coordinate axes was alternated. To improve the 
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difference scheme properties, artificial viscosity of the fourth order was applied [5]. It is 
modified here, taking into account that the grid is refined in a certain subdomain. 

TEST COMPUTATIONS 

A number of one-dimensional and two-dimensional problems were considered as test 
computations: propagation of a shock wave, contact discontinuity and rarefaction wave 
through a subdomain of the refined grid. In the two-dimensional case, the grid was refined in a 
certain rectangular subdomain near the channel wall. The computations were performed for a 
perfect gas with the ratio of specific heats equal to 1.4. A ten-fold pressure difference was set 
for the shock wave and rarefaction wave. The gas density varied by a factor of 10 at the 
contact discontinuity. The grid step was refined by a factor of 10, 20, 50, and 100. When these 
disturbances passed through the grid boundaries, no oscillations arise. The test computations 
verified the efficiency of this numerical technique. 

COMPUTATION RESULTS 

The influence of a local energy source on the structure of supersonic flow in the 
channel was calculated for various values of parameters of both the flow itself and the energy 
source. The main results presented here refer to the following case. At the channel entrance 
p=\, p=\A, u=2, v=0. The channel length is /=10. The energy source region is determined by 
/i=3.125, /2=4.025, ^2=0.06. The initial pressure in it equalsp=l0. 

Figures 1-4 show the influence of the local energy source on the flow structure at an 
early stage of disturbance development (r=0.1170). These figures show the fields of pressure, 

Fig. 1. Fig. 2. 

1.0 
-»-»-»-» HIHIIIHII )•»»■»■»»»■»■» » '»> » M »»»>»»» >  > 0.4 

0.2 

0.0 

.i...;....;....j...I.4...;....;.:..L..4.4...;....;.. 

11 tft :   ": * BjsT^f |:ti:t 
2.5 5.0 

Fig. 4. 

241 



density, gas velocity, and flow vorticity, respectively (Figs. 1, 2, and 4 show only a part of the 
flow domain). The isobars in Fig. 1 are separated by the pressure interval equal to 0.025. The 
external isobar, which restricts the disturbed flow region, is determined asp=0.l (the pressure 
is related to the initial value in the energy source region). The dashed lines in the figure 
represent the coarse grid. The refined grid is only partly shown along the external edge of 
appropriate subdomain (the refinement ratio is r=10). The dashed line in this subdomain 
shows the energy source region. These comments refer also to Fig. 2, which shows the density 
levels of 0.3, 0.4 and so on to 2.4 with a 0.2 interval (the density is related to the non- 
disturbed flow value). The arrows in Fig. 3 indicate in appropriate points the direction of the 
gas velocity and its value in a certain scale (the solid straight lines with y=0 and 1 correspond 
to the channel walls). The velocities are not shown in all nodes in the refined grid subdomain. 
Figure 4 shows the lines of constant vorticity which varies from -7 to -1 with an interval equal 
to 1 (for the left half of the flow domain) and from 1 to 7 with the same interval (for the right 
half of the domain). Besides, "the lines with vorticity equal to -0.5, -0.2, 0.2, and 0.5 are 
shown. 

The decay of an arbitrary discontinuity set at the initial time instant (t=0) results in 
formation of a shock waye. At first, it is straight at some sections. The shock wave is rather 
strong at the section corresponding to the wave propagation across the channel. The 
appropriate isobars in Fig. 1 lie close to each other, and the crossflow size of disturbed region 
increases rapidly. The shock wave strength decreases rapidly at the sections corresponding to 
the shock wave propagation upstream and downstream. This character of shock wave 
propagation is related to the energy source geometry (fife « h - h). 

Rarefaction waves propagate inside the disturbed flow region. The interaction of 
rarefaction waves propagating upstream and downstream towards each other and the reflection 
of the rarefaction wave on the channel wall lead to the fact that some regions appear in the 
disturbed flow, where the pressure is lower than that near the channel wall and in the central 
part of disturbed flow (see Fig. 1). A similar effect is observed in a plane one-dimensional 
unsteady case when the centered rarefaction wave is reflected on the wall [12]. When a simple 
reflected rarefaction wave is formed, the pressure in it becomes lower than near the wall. This 
effect is complicated here by the problem two-dimensionality, it is caused by the finite size of 
the energy source region. 

The character of mass distribution in the flow validates the mentioned dynamics of 
initial disturbance evolution. There are also some regions with low density in Fig. 2. The gas 
mass moves away from the wall. This is also seen from Fig. 3. 

Significant vorticity is developed in the disturbed flow region (see Fig. 4). It has 
negative value in the upstream direction and positive values in the downstream direction (in 
the right part of the flow domain). By the examined time moment, the disturbance reaches the 
coarse grid subdomain and enters it. This is also seen from Figs. 1 and 2. 

Then the distribution of parameters in the disturbed region is changed. The regions 
with lower pressures and densities merge. This is illustrated in Fig. 5, which shows isobars for 
the same pressure values as in Fig. 1 for the time instant r=0.2048. The pressure inside the 
disturbed region decreases but remains still higher than outside it. By the moment /=0.3633 
(Fig. 6; the dashed lines show the refined grid subdomain and the energy source region) the 
pressure in the disturbed flow region becomes slightly lower than 0.1. Then the pressure near 
the wall approaches the non-disturbed flow value, while the gas density is much lower than 
the non-disturbed flow value because of gas outflow from the wall (see Fig. 7; the above 
density levels are shown, /=0.3633). A certain analogy with strong explosion is observed [13]. 
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It is seen from Fig. 8, which shows the velocity field for *=0.3633, that the gas motion 
acquires a wavy character by this time moment. This testifies to the existence of considerable 
flow vorticity. 

One should also pay attention to comparatively small shift of the disturbed flow region 
along the channel. This fact and considerable vorticity of the flow are important for mixing of 
chemically reacting substances. 

The case of periodic local energy release was also calculated in the paper. The flow 
parameters at the channel entrance and the channel dimensions are the same as above. The 
energy source is located near the lower wall, its longitudinal and transverse sizes are 0.5 % of 
the length and width of the channel, respectively. 
Because of very small size of this region, the    0.2T 

grid was refined by a factor of 50. The 
pressure   around   the   energy   source   was 
assumed equal to 10 after a time interval 
equal to 0.02. Thus, a periodic energy supply 
to the flow was modeled. 

Figure 9 shows the pressure field for 
the time moment f=0.1036 (the refined grid is 
shown arbitrarily). The isobars are shown for 
the same pressure values as above. It is seen 
from the figure that the elevated pressure regi- 
ons corresponding to earlier energy release are 
gradually blurred, the pressure in these regions decreases, and the disturbace is already weak 
in the coarse grid subdomain. The flow vorticity is rather significant for this method of energy 
supply. 

Fig. 9. 

2A3 



Thus, for the examined values of supersonic flow parameters, a local energy source 
near the channel wall produced favorable conditions for combustion and other chemical 
reactions: the flow vorticity considerably increases, the initial disturbance is fairly rapidly 
entrained across the channel. A periodic energy supply is rather effective. The numerical 
technique used in the present paper allows for successful solution of the problems with 
different-scale elements. 
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INTRODUCTION 
The onset of the flow separation regions on the construction elements, primarily, on 

the wing, refers to phenomena playing the key role in aircraft aerodynamics. The flow 
separation may be accompanied by radical changes of the mean-time and unsteady 
aerodynamic loads, affect the aircraft maneuverability and controllability. In this aspect, two 
types of separated flows are most important: the flow separation near the wing leading edge 
(called also a global separation or stall) and the turbulent boundary layer separation. In the 
both cases the separated flow is not reattached to the wing surface, and a vast separation 
region is formed extending over the entire wing surface from the separation line to the 
trailing edge. 

The literature is abundant with theoretical and experimental results on the subsonic 
flow separation on airfoils and wings With finite aspect ratio [1-12]. These papers is 
described in review [13]. The mentioned studies showed that the separated flow over wings 
of different aspect ratios is not two-dimensional with respect to both mean-time and 
instantaneous characteristics of the flow, but has a complex three-dimensional vortex 
structure where correlated large-scale quasi-steady and unsteady vortex structures dominate. 

The study of the flow separation in different configurations apart from airfoils and 
wings showed that the three-dimensionally of velocity field is a universal property of the 
flow in large-scale separation region. Unsteady and quasi-steady 3D vortex structures were 
observed by various authors for the flow separation from a cylinder [6,14], from the leading 
edge of a streamwise plate [15], from a crosswise plate [16,17], ahead of a surface hump 
and behind it [18,19]. 

An important problem in the study of separated flows is the search for most effective 
methods of controlling their structure for improving the wing aerodynamics. One of such 
methods is the excitation of external low-amplitude acoustic disturbances in a separated flow 
[20-29]. It is known that the onset of separation is commonly accompanied by some 
instability modes developed in the separated shear layer; as a result, a weak external action 
may turn sufficient to change its time-averaged characteristics. In particular, an effective 
control method for the laminar flow stall is the excitation of disturbances growing in the 
shear layer of the separating flow that stimulates the transition to turbulence behind the 
separation point. The properties of hydrodynamic instability and other features of the 
laminar-turbulent transition in local separated flows involving the mentioned method for the 
separation control were considered in detail in recent publications [30]. 

The authors of the papers [25-29] observed a sound-induced effect of irreversible 
flow reattachment on the global separation in some regimes of the flow over straight and 
swept wings. After the acoustic excitation was terminated, the flow stall regime was not 
recovered but the flow remained attached to the wing surface. At the same time, the authors 
of the papers [20-29] carried out the research in a 2D formulation, i.e., the separated flow 
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structure was assumed to be two-dimensional with high accuracy, and all quantitative 
measurements were usually taken in the central cross section of the model. 

Another method for the separation control is the use of steady sources of disturbances 
such as boundary layer tripping, roughnesses, humps of various shape positioned near the 
wing leading edge. 

Next part of the review contains the results of experimental investigations to study the 
influence of various disturbing factors on the flow over the wing under the leading edge stall 
and in the case of turbulent separation. The studies were performed in several wind tunnels 
on the wing models with different profiles and aspect ratios. The sources of both external 
unsteady (acoustic) and steady (artificially created roughnesses on the wing surface) 
disturbances were used to affect the separated flow over models. The corresponding 
materials were included into publications [31-38]. 

THE INFLUENCE OF EXTERNAL FORCING ON 

THE 3D STRUCTURE OF SEPARATED FLOWS 

The effect of acoustic disturbances on the flow pattern under the stall. The 
experiments [26-2931] showed, in particular, the possibility of the use of acoustic effects to 
control the global separation (stall) of the flow for a new high-lift profile for aerobatics 
airplanes. The experiments were carried out in the low-turbulent wind tunnel T-324 based at 
IT AM SB RAS on the model with the aspect ratio AR=2 and in the wind tunnel 
T-203 SibNIA on the model with AR = 5 within the chord Reynolds number range from 
5-105 to 106. 

In [31] it was showed that the separated flow on straight wing is characterized by the 
presence of large-scale 3D vortex structures with an intense reverse flow in the central part 
of the wing. The increase in intensity of external acoustic disturbances provided the 
reduction of the separation region dimensions and its complete elimination after reaching a 
necessary sound level. The lift and drag measurements on the wing model with AR = 5 
mounted at the angle of attack 12° showed that the lift coefficient increases in this case by 
about 30 %, whereas the drag coefficient decreases more than by a factor of two [31]. Since 
the sound effect is related to transformation of external acoustic disturbances into instability 
waves developed in the separated shear layer, the flow reattachment effect was achieved 
only at the sound frequencies corresponding to the frequency range of unstable oscillations 
of the shear layer. No reattachment took place under acoustic forcing with other frequencies. 
It was found that irreversible reattachment is possible at the hysteresis regimes of the flow 
over an airfoil. 

The measurements of aerodynamic forces acting upon the model with increasing the 
angle of attack showed that, using acoustic effects, one can slightly increase the critical angle 
of attack of the model and also considerably increase the lift force and reduce the drag at 
supercritical angles of attack [31]. Though in this case the acoustic excitation does not 
provide a complete stall ehmination, it exerts an appreciable effect on the flow in the central 
part of the model where the reverse flow is completely eliminated. A pair of horse-shoe 
vortices is formed at each wing side. 

The detailed study of the influence of acoustic disturbances on the 3D structure of 
separated flows was carried out when investigating the topology of the separated flow over a 
finite-span wing with the aspect ratio AR = 3 at the chord Reynolds number is 106, the 
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angle of attack is 25° [32]. The experiments were carried out in the wind tunnel based at 
DLR, Goettingen. The forcing of spatially-homogeneous and focused acoustic disturbances 
on the vortex structure of a separated flow was studied. The data obtained testify that large- 
scale vortex structures formed by the leading edge flow stall are involved in the interaction 
of disturbances with the separated flow and play an essential role there. The separated flow 
excitation by a uniform acoustic field from a distant acoustic source with the "optimum" 
frequencies causes the separated layer reattachment. As a result, the flow stall from the 
leading edge is changed for the downstream turbulent flow separation. It has a favorable 
effect on the aerodynamic performance of the wing. When an acoustic beam is used to 
control the flow stall, the result depends on its focusing on the model surface. The acoustic 
excitation of the flow in the wing span center yields the same result as a homogeneous 
acoustic field: the separation region is reduced, retaining its symmetry in the wing plane. The 
acoustic forcing focused elsewhere proves to be less effective for the stall control of the 
flow causing its partial reattachment without qualitative effect on the vortex structure of the 
separation region. 

Hysteresis of a separation. It is known that at a sequential increase and decrease of 
the angle of attack of a wmg there are differences in its aerodynamic characteristics, such as 
lift and drag [7,8], which leads to an ambiguous flow pattern within a certain range of the 
angles of attack. The authors [2831] have revealed that the hysteresis phenomena can be 
observed in the flow about a wing mounted at a constant angle of attack if the flow velocity 
first increases and then decreases. These papers dealt with global separation (leading-edge 
stall) on a straight-wing model. The separation was shown in [2831] to be eliminated by an 
increase in velocity, whereas it occurs again at a different (lower) velocity, i.e., the 
hysteresis is observed within a certain range of flow velocities. In this case, the angle of 
attack was not changed. It was also found that the irreversible flow reattachment to the wing 
surface can be achieved under the acoustic action on the flow in the hysteresis range of 
velocities, i.e., the separation is not restored when the sound is switched off. For flow 
velocities lower than the hysteresis range, the acoustic action leads to reversible 
reattachment, i.e. the separation is restored after cancelling the sound effect. The contribution 
of the three-dimensional vortex structure of the separated flow to the appearance of 
hysteresis has not yet been studied. The goal of the paper [34] is to obtain flow patterns on 
the wing surface in the hysteresis range of flow velocities and to determine which changes 
in the three-dimensional structure of the separated flow are caused by a sequential increase 
and decrease of the flow velocity and how these changes are related to hysteresis. In 
addition, the effect of the acoustic action on the flow pattern has been studied. The 
experiments were performed in a T-324 low-turbulence wind tunnel at the Institute of 
Theoretical and Applied Mechanics. The model with a rectangular shape of the wing in plan 
and a symmetric profile whose relative thickness is 10% was used. The model span was 
945 mm, and the chord length was 196 mm (aspect ratio 4.82). Top plates were installed at 
the model edges to avoid flow spillage. A angle of attack was 8° and it was kept constant 
during the experiments. The results were obtained using the oil-film visualization technique. 
With an increase in the flow velocity from 0 to 22 m/s, a flow stall from the leading edge 
(global separation) appeared, which was evidenced by a hot-wire anemometer. Upon 
reaching a velocity of 22 m/s (chord-based Reynolds number 2.91()5), flow reattachment 
occurred. The flow velocity was then decreased. The global flow separation on the model 
was observed again at a velocity of 16 m/s (chord-based Reynolds number 2.1-1CP). Thus, 
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there exists a flow hysteresis in the range of 16 - 22 m/s. Visualization of the limiting 
streamlines using the oil-film technique allowed one to clarify the specific features of the 
flow pattern under hysteresis conditions. The hysteresis phenomenon is caused by the fact 
that the flow reattachment occurs gradually as the flow velocity is increased, beginning from 
the model sides, while the flow remains completely attached as long as it is possible with 
decreasing velocity, and then the flow separation is restored immediately on the entire wing 
surface. 

Global separation topology on the wing model in the presence of sources of steady 
disturbances. This part of research was aimed at the study of the flow topology under global 
separation of the flow above the upper surface of a rectangular wing with roughnesses of 
different shape mounted near the leading edge. 

The experiments [35] were carried out in the low-turbulent wind tunnel using a 
rectangular wing model with plates positioned at its ends to prevent the overflow. The wing 
aspect ratio was 4.82; the Reynolds number was 200 000, the angle of attack was 10°. The 
studies showed that the topology of a 3D flow in the region of global separation can be 
altered by steady disturbances, i.e., by small-height roughness elements on the surface that 
induce additional vortex formations in the separation region. It was established that under 
these conditions the acoustic forcing used for preventing the flow stall may cause its partial 
rather than complete reattachment on the wing surface between individual humps. 

In the paper [36] for the first time it was shown that there are possibilities of 
controlling the stall (global separation) based on utilization of localized (point-like) sources 
of disturbances placed behind the separation line, in the reversed flow region, rather than at 
the leading edge. In this case, additional disturbances are introduced in the three-dimensional 
flow structure of the separated region, in particular, into large-scale vortices rotating in the 
wing plane. Such forcing make it possible to control the flow and in some cases completely 
eliminate the stall. 

Turbulent separation structure on a rectangular wing model. The study described in 
[37,38] was aimed at investigating the flow structure at the turbulent boundary layer 
separation from the upper surface of a rectangular wing model and its behavior under the 
flow regime changes and external effects. The experiments were carried out in the low- 
turbulent wind tunnel T-324 based at ITAM SB RAS. The NACA 63-2-615 rectangular 
wing model with a laminar profile was used. The model span was 1 m, the chord was 0.27 
m, the aspect ratio was 3.7, the Reynolds number was 5.8-105. The model mounted in the 
wind tunnel had its ends seated against the test section walls, i.e., a two-dimensional flow 
was simulated without end effects caused by the overflow. The model was established at a 
chosen angle of attack before the experiment, and the angle of attack was not changed during 
the run. 

The results of these studies show that the flow structure at a turbulent separation is 
somewhat different from that realized at a stall when only two vortices rotating in the model 
plane are formed on the wing. At a turbulent separation the number of vortex pairs on the 
wing surface depends on the angle of attack. We failed to affect the turbulent separation with 
the sound possessing the amplitude sufficient to affect the laminar separation. A vortex pan- 
is also formed in the hump wake at a laminar separation, but the separation line between 
them has a tendency of deviating from the free stream direction by an angle of 25-30°, which 
is not observed at a turbulent separation. 
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CONCLUSION 
On the whole, the results obtained show the existence of both the general property of the 

flows at a stall and turbulent flow separation (the formation of large-scale vortices rotating in 
the wing plane) and peculiar features of behavior of these flows under different flow 
conditions and external effects. 
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SURFACE-FLOW VISUALIZATION BY LIQUID CRYSTAL COATINGS 
AT LOW SUBSONIC VELOCITIES 

G.M.Zharkova, A.V.Dovgal, V.N.Kovrizhina, B.Yu.Zanin 
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630090, Novosibirsk, Russia 

INTRODUCTION 

A tool of experimental aerodynamics is the flow visualization using liquid-crystal (LC) 
coatings. With this method a test model is covered by a thin film of LC changing its color due 
to temperature variations. In this way one can get the mean flow pattern close to the surface, 
associated to different heat transfer along the model. Till now the method was used in a 
number of studies for wide ranges of Mach and Reynolds numbers, first for compressible gas 
flows [1 - 4] and then at low subsonic velocities [5 - 7]. In those experiments the LC 
visualization was found to be effective mean of flow diagnostics. The method is nonintrusive 
contrary to most of classic visualization techniques which use tufts, liquid films or tracing 
particles. Moreover data processing of the LC color distributions enables to obtain quantitative 
information about temperature field at the surface of the model indicating details of the surface 
flow structure. 

Previous work of the authors [8, 9] was aimed to adapt the method to aerodynamic 
researches in the Institute of Theoretical and Applied Mechanics, Novosibirsk at low subsonic 
velocities. As a result, a particular visualization technique of the boundary-layer structure has 
been developed to capture local regions of boundary-layer separation, laminar-turbulent 
transition and fine vortical structure of the near-wall flow. The goal of present study was 
further elaboration of the LC visualization method applying it to investigation of the flow on 
the upper surface of unswept wing placed at high angles of attack. 

EXPERIMENTAL SET-UP 

The experiments were carried out in the subsonic wind tunnel MT-324 of the Institute of 
Theoretical and Applied Mechanics, Novosibirsk. The experimental model made of wood was 
a symmerric profile with 228 mm chord, 198 mm span and 16% maximum thickness. It was 
placed in the open test section of the facility with the nozzle 200 x 200 mm, at the free-stream 
turbulence level equaled to 0.1%. Two different thermosensitive coatings being mixtures of 
cholesteric LC and a polymer were used for visualization. One of them had the selective 
reflection bandwidth between 24.8° and 26.3°C, the other - from 30.0° to 34.0°C changing 
their colors in the above ranges from red to blue at temperature increase. Flow temperature 
during the experiments varied between 18.0P to 20.0°C. The LC films were glued onto the 
wing surface; low thermal conductivity of the experimental model provided the heat flux 
mainly from the surface to the flow. Then, it was reasonably believed that small thickness of 
the coatings which was about 25 microns did not affect the heat transfer and, hence, the results 
of visualization. As far as the flow at low subsonic conditions did not have natural temperature 
gradients, before starting the visualization the model was artificially overheated above the 
selective reflection bandwidths of the coatings. It was performed in two manners: the whole 
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wing was heated or its testing surface only. Afterwards it was exposed to the flow and color 
variations of the cooling LC film were recorded by a video system. By means of a 
framegrabber and a PAL decoder the video signal was transformed to the R, G, B components 
and stored by a computer. Then the RGB signal was converted to more simple for further 
analysis HSI (Hue, Saturation, Intensity) format; the conversion algorithm is given in [10]. To 
get quantitative data on temperature distributions a calibration T(H) was obtained. In what 
follows the linear approximation of T(H) variation was used providing the accuracy about 
0.1 °C. Then, the H-data were transformed to temperature fields, and their maps were 
constructed splitting the selective reflection bandwidth of LC coating at eight temperature 
levels. In addition, absence of heat transfer along the surface of the model was examined. 

RESULTS AND DISCUSSION 

The visualization was carried out at the free-stream velocity U« = 16 m/s corresponding to 
the chord Reynolds number Rec = U„c/v = 2.3510s at two angles of attack a = 27° and 18°. 
Fig.l shows the results for a = 27° obtained with the LC coating sensitive to temperature 
variations between 24.8° and 26.3°C. 

a) b) 

U. 

24.8 26.3 T,°C 

FIG.l. Temperature distribution at the surface of the wing, a = 27°. LC sensitivity band: 24.8° - 26.3°C. LE , 
and TE - leading and trailing edges of the model, the flow is from right to left. General view (a) and the 

leading-edge region (b). 

Within this range the temperature distribution at the surface of the model is given in eight 
colors, areas indicated in white are below or above the range of resolution. The data show 
complex 3-D structure of the flow separating close to the wing leading edge. In Fig. la the 
whole view of test surface is given. One can observe cooled regions, T < 24.8° on both sides 
of the wing affected by tip vortices enhancing the heat transfer (1). Near the leading edge there 
is a separation region with slow motion close to the surface and its relatively high temperature, 
T > 26.3° (2). Cooling increases when the flow reattaches to the wall in the middle part of the 
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wing (3) and further comes down in the turbulent boundary layer (4). Spatial flow structure in 
the region of separation is visualized by another snapshot of Fig. lb taken at the same 
exposition of the model five seconds later than the first one as the surface temperature was 
falling down. It shows a fragment of the wing from the leading edge to section AB in Fig. la 
and resolves a pair of quasi-stationary vortices rotating in the wing plane (5). 

Fig.2 shows similar data for the other LC coating changing its color from 30.0° to 34.0°C. 
The results of visualization are qualitatively the same. In this case, loosing some details due to 
reduced sensitivity of the coating it is possible to resolve wider panorama of the flow with 
large temperature gradients on the surface. 

b)      LE 

Ü« 

centerline 

FIG.2. Temperature distribution at the surface of the wing, a = 27°. LC sensitivity band: 30.0° - 34.0°C. A half 
of the model from the centerline (a) and the leading-edge region (b). 

LC data obtained at the angle of attack reduced to a - 18° with the coating sensitive at 
30.0° - 34.0°C are given in Fig.3. 

a) b) 
4 1 3 2 2 

u.r. 

centerline 

34 T,°C 

FIG.3. Temperature distribution at the surface of the wing, a = 18°. LC sensitivity band: 30.0° - 34.0°C. A hair 
of the model from the centerline (a. b). 

As the incidence of the wing gets smaller the large-scale separation region is succeeded by the 
leading-edge separation bubble. Like that in the previous case one can distinguish in Fig.3a the 
tip vortices (1), separated flow with T > 34.0° (2), reattachment zone, T < 30.0° (3) and the 
turbulent boundary layer (4). Then, the separation bubble is resolved in Fig.3b: here the wall 
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temperature in the "stagnation-flow" region fits to the sensitivity band of the coating while the 
temperature of the rest surface is below 30.0° (5). 

The above data are in general agreement with results on separated flow topology on finite- 
span wings at high angles of attack obtained by other experimental methods, see for example in 
[11 - 13], For direct comparison, Figs. 4 and 5 taken under the experimental conditions of 
Figs.l and 3, respectively, give surface flow visualization by a liquid film, i.e., a mixture of 
kerosene and the titanium dioxide powder. 

U« 

FIG.4. Liquid-film visualization, a = 27°. 

U„ 

FIG.5. Liquid-film visualization, a = 18c 

Both methods show similar 3-D flow structures which, however, somewhat different. 
Namely, the LC visualization indicates that the liquid film technique does not capture exact 
positions of the vortices in the separation region at a - 27°. Drops of kerosene accumulated in 
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foci of the vortices distort the flow so that in Fig.4 they are closer to the centerline than in 
Fig. I. On the same reason, that is, the effect of kerosene film on the flow, the leading-edge 
separation bubble in Fig.5 seems to have complex internal 3-D structure. At the same time, 
examination of the flow by nonintrusive LC technique, Fig.3, shows that the bubble is fairly 
two-dimensional. Then, comparing the LC and liquid-film data of Figs. 1 and 4 one can see that 
the flow patterns are pretty different at the downstream part of the model. The liquid crystals 
show three-dimensionality of the mean flow - two color spots almost symmetric to the 
centerline - which is not detected by the other method. To be sure that these spots were not 
induced by surface imperfections underneath the LC film visualization was performed on 
another wing model, a twin of the first one. It turned out that under the same experimental 
conditions the flow pattern of Fig. 1 were obtained again. Thus, it is concluded that the LC film 
indicates the 3-D mean flow structures which do exists being not resolved by the other 
visualization technique. 

CONCLUSIONS AND RECOMMENDATIONS 

In present work the LC visualization method was applied to one of classic aerodynamic 
problems - the flow over a finite-span wing. The obtained results can be resumed in the 
following way. The visualization technique and the data processing have been developed which 
make it possible to reconstruct surface temperature fields and temperature gradient 
distributions in incompressible gas flows. Thus, the method enables to localize accurately 
regions of strong heat transfer variations induced close to the wall by separation, reattachment, 
transition to turbulence, and appearance of large-amplitude stationary vortices. The data are in 
general agreement with those obtained by other experimental methods. The results of the study 
show how the nonintrusive LC visualization overcomes limitations of experimental techniques 
which use visualizing substances introduced into the flow affecting the results of observations. 
It is found that the method is fairly sensitive and resolves flow details which can not be 
detected by other means of flow visualization. To take a panoramic view of the flow at strong 
heat transfer variations along the test surface a large selective reflection bandwidth of the LC 
film is preferable. However it reduces the resolution and details of flow pattern can be 
extracted increasing sensitivity of the coating. Then, different parts of the flow can be specially 
focused at suitable stages of the LC cooling. It is found that heating procedure of the 
experimental model made of low conductive material prior to its aerodynamic cooling in the 
flow is not crucial for results of visualization. An inference of the study is that reliability of the 
method requires high quality of the tests surface with minimum local variations of its thermal 
conductivity. 
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